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Abstract- In twentieth century machine learning is being 
used in various fields; one of the most popular fields 
among them is the Medical. Few years ago, all the diseases 
were diagnosed by doctors through expensive machines 
like X-ray machines, MRI machines and others. Over the 
last decade disease detection through Machine learning 
has become quite popular. In this research work, the 
authors have diagnosed four human diseases viz. 
Pneumonia, Heart Disease, Breast Cancer and Thyroid. 
Seven Machine Learning and Deep Learning Algorithms 
have been used. The accuracies of all Machine Learning 
models have been compared on different splitting ratio of 
dataset in order to find the maximum accuracy. The 
maximum accuracy for heart disease and thyroid by 
Random Forest is 98.05% and 97.9% respectively. The 
best result for Breast Cancer by Neural Network is 98.2%. 
A Hybrid model which consists of Convolutional Neural 
Network and Support Vector Machine is proposed in this 
work which gives the maximum accuracy of 97.3% for 
Pneumonia. Precision, F1-score, Recall have been 
calculated to compare the results of various Machine 
Learning and Deep Learning models. Dataset splitting 
statistics have also been used to compare and evaluate the 
performance of different Machine Learning algorithms. 
 
Keywords: Machine Learning, Deep Learning, 
Convolution Neural Network, Hybrid Model, Data 
Splitting. 
 

1. INTRODUCTION 
Medicine and healthcare are major elements of the 

economic growth and human life. Machine learning is used 
in a wide range of fields, which includes various areas 
which benefit human life [1-6]. Machine learning is very 
popular as technology due to numerous advantages viz. 
higher computational power and freely available open-
source datasets etc. In Machine Learning, different ways 
to capture the data for medical diagnosis like photographs, 
patient data, and other information are utilized to discover 
trends and make predictions [7]. In case of a serious 
disease, the diagnosis may not be always accurate. Medical 

diagnosis system which uses machine learning (ML) 
algorithms and deep learning techniques for disease 
prediction [8-11] aids in a more accurate diagnosis than the 
traditional way, hence machine learning has become 
inevitable in the field of healthcare. Machine learning is 
used in healthcare industry to solve several problems [12]. 
It has a wide range of applications such as early diagnosis 
and diagnosis in progression stages of diseases, monitoring 
of treatment processes, classification and regression in 
health-care sector [13].  

In [14], machine learning paradigms have been used 
for the detection of pneumonia on segmented lungs. A 
model has been proposed to predict pneumonia for 185 
schizophrenic patients at a Taiwanese district mental 
hospital [15]. In [16], authors have proposed CT radiomics 
models to predict the hospital stay for 52 patients infected 
with COVID-19 pneumonia. Benign and malignant 
modules for lung cancer using 9 different classifiers have 
been studied in [17]. Authors in [18] have implemented 
and compared the accuracy of 4 deep learning schemes to 
classify the brain MRI slices. Four large datasets are used 
to analyze the k-fold cross-validation and hold-out 
validation [19]. K-fold validation shows better results till 
a certain threshold over other schemes. [20] have used 
Siamese convolution neural network to classify chest X-
ray images into different classes i.e., pneumonia, normal, 
covid, severe covid. In [21-23], authors are using different 
machine learning algorithms to detect heart disease. Apple 
Developers Vision Framework has been used in [24] for 
text extraction and localization from an image. 

In [25-26], Machine learning algorithms are studied to 
diagnose thyroid disease. Yong Feng Wang [27] diagnosed 
thyroid using deep learning technique and used VGG16 
model with fine-tuning. The highest accuracy on the 
testing data was 74.69%. The work presented in this paper 
uses machine learning models to estimate the risk of four 
human diseases viz. Pneumonia, Breast Cancer, Heart 
Disease and Thyroid Disease using related datasets. 
Artificial Neural Network (ANN), Naive Bayes (NB), 
Decision trees (DT), logistic regression (LR), Support 
Vector Machines (SVM), Random Forest (RF), 
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Convolutional Neural Network (CNN) have been used. 
Accuracies of all machine learning models have been 
compared on different splitting ratio of dataset to find 
maximum accuracy. In addition to this a Hybrid Model 
which is a combination of Convolutional Neural Network 
and Support Vector Machine is also proposed for 
Pneumonia which gives promising results. 

The paper is organized in five sections. Section 2 
describes the datasets used. In Section 3 the proposed 
methodology has been described. Results and discussions 
have been shown in Section 4. Finally, Section 5 concludes 
the paper. 
 

2. DESCRIPTION OF DATASETS 
Data from Kaggle open-source platform [28] have been 

used for datasets of the four diseases; Pneumonia, Breast 
Cancer, Heart disease, and Thyroid disease. Kaggle is an 
online community platform for data scientists and machine 
learning enthusiasts. There are two target values Positive 
and Negative in the dataset for each disease. Positive 
means the patient suffering from a particular disease and 
Negative means not suffering. 
 
2.1. Dataset for Pneumonia 

Pneumonia dataset [28] is organized into two folders 
(train and test). It contains subfolders for each image 
category i.e., Pneumonia or Normal. There are 5,863 X-
Ray images in JPEG format. Snapshot for the dataset is 
shown in Figure 1. 

 

 
Figure 1. Chest X-ray images (pneumonia/normal) [28] 

 
2.2. Dataset for Thyroid 

There is total 29 attributes for thyroid disease which are 
either Boolean or continuous in nature, and some of the 
attributes are shown in Table 1. 

 
Table 1. Thyroid Dataset [28] 

 

age sex 
on 

thyroxine 
query on 
thyroxine 

on 
antithyroid 
medication 

sick 
FTI 

measured 
FTI

TBG 
measured

41 F f f f f t 109 f
23 F f f f f f ? f
46 M f f f f t 120 f
70 F f f f f f ? f
70 F f f f f t 70 F

 
2.3. Dataset for Heart Disease 

There is total 1025 instances in this dataset. Each 
instance is having 14 attributes, either Boolean or 
continuous valued. Dataset is shown in Table 2. 

Table 2. Heart Disease Dataset [28] 
 

thalach exang oldpeak slope ca thal target
0 168 0 1.0 2 2 3 0
1 155 1 3.1 0 0 3 0
2 125 1 2.6 0 0 3 0
3 161 0 0.0 2 1 3 0
4 106 0 1.9 1 3 2 0

 

age sex cp trestbps chol fbs restecg
0 52 1 0 125 212 0 1
1 53 1 0 140 203 1 0
2 70 1 0 145 174 0 1
3 61 1 0 148 203 0 1
4 62 0 0 138 294 1 1

 

2.4. Dataset for Breast Cancer 
There is total 569 instances for breast cancer. Each 

instance is having 33 attributes which are having real 
values. Snapshot of dataset which is having ten attributes 
is shown in Table 3.  
 

Table 3. Breast Cancer Dataset [28] 
 

worst
Perimeter 

_worst
Area 

_worst
Smoothness 

_worst 
Compactness 

_worst
17.33 184.60 2019.0 0.1622 0.6656
23.41 158.80 1956.0 0.1238 0.1866
25.53 152.50 1709.0 0.1444 0.4245
26.50 98.87 567.7 0.2098 0.8663
16.67 152.20 1575.0 0.1374 0.2050
23.75 103.4 741.6 0.1791 0.5249
27.66 153.20 1606.0 0.1442 0.2576
28.14 110.60 897.0 0.1654 0.3682
30.73 106.20 739.3 0.1703 0.5401
40.68 97.65 711.4 0.1853 1.0580

 

concavity_ 
worst

Concave 
points_worst

symmetry_ 
worst 

fractal_dimension
_worst 

unnamed
: 32

0.7119 0.2654 0.4601 0.11890 NaN
0.2416 0.1860 0.2750 0.08902 NaN
0.4504 0.2430 0.3613 0.08758 NaN
0.62869 0.2575 0.6638 0.17300 NaN
0.4000 0.1625 0.2364 0.07678 NaN
0.5355 0.1741 0.3985 0.12440 NaN
0.3784 0.1932 0.3063 0.08368 NaN
0.2678 0.1556 0.3196 0.11510 NaN
0.5390 0.2060 0.4378 0.10720 NaN
1.1050 0.2210 0.4366 0.20750 NaN

 

3. PROPOSED METHODOLOGY 
Figures 2a and 2b illustrate a schematic diagram of the 

experimental setup. 
 

 
 

(a) 

(b)  
 

Figure 2. (a) Schematic diagram of the experimental setup, (b) Proposed 
system flow diagram 

Datasets Pre-Processing Train classifier

Evaluate the 
performance of 
the classifiers

Result

Classifiers 

Dataset 
Pre-processing  

the data 
Predicted 

Output
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In pre-processing the null values have been removed 
and string objects have been encoded into numerical 
values for enabling Machine Learning algorithms. Pandas 
and NumPy library have been used to load data and feature 
reduction has been performed to remove unwanted 
features for Thyroid, Heart disease and Breast cancer 
dataset. 

In Pneumonia dataset, Chest X-rays are pre-processed 
by cv2 library to convert the images into pixel matrix and 
they are normalised. For image classification, we have 
used Hybrid Model which consists of a Convolutional 
Neural Network and Support Vector Machine. In the 
hybrid model, CNN works as an automatic feature 
extractor and SVM works as a binary classifier. SVM is 
also used to substitute CNN's SoftMax layer. The design 
of proposed hybrid CNN-SVM is shown in Figure 3. 

 

 
 

Figure 3. Architecture of proposed Hybrid CNN-SVM Model [29] 

 
The Pneumonia dataset provides 5863 images of chest 

X-ray for the CNN input layer. The convolutional layers 
utilize a 55% convolutional filtering and a stride of size 2. 
The N1 and N2 feature map layers retrieve values that are 
used to differentiate the input image's features. CNN is 
trained for numerous epochs until the training process 
converges. The SVM classifier replaces the final layer of 
the CNN. The features of input chest X-ray obtained in N3 
layer are treated as an input for the SVM classifier. These 
new automatically created characteristics of training 
photos are used to train the SVM classifier. Finally, the 
trained SVM classifier is utilized to recognize the X-ray 
images. 

The accuracies of all machine learning models have 
been compared on different splitting ratio of the dataset in 
order to find maximum accuracy. Also, Precision, Recall, 
F1-Score and Accuracy have been compared. Artificial 
Neural Network is also used to find out the accuracy of 
each disease and graphs of Model Loss vs Epoch’s and 
Accuracy vs Epoch’s have been plotted to evaluate the 
performance. 

 
4. RESULTS AND DISCUSSION 

Precision, Recall, F1-score, and accuracy have been 
calculated to compare results for evaluating the 
performance of different Machine Learning models and 
the accuracy of Deep Learning model also has been 
determined. In order to find out the maximum accuracy of 
all four human diseases dataset splitting statistics have 
been used. Nvidia GEFORCE GTX 1650ti MAX-Q GPU 
has been used. 

 

4.1. Thyroid Detection 
Values of Precision, Recall, F1-score on different 

Machine Learning Models is shown in Figure 4a and 
Figure 4b. 

 

 
(a) 

 
(b)  

 

Figure 4. (a) Performance parameters for class 0, (b) Performance 
parameters for class 1 

 
Accuracy of various Machine Learning models on 

different splits of Thyroid dataset is shown in Table 4 and 
Figure 5. It can be observed that for 70:30 data splitting 
the maximum accuracy of 97.79% has been achieved 
through Random Forest algorithm.  

Naive Bayes assumes that features are independent of 
each other and there is no correlation between features. 
Since, expectations do exist, the system is giving a lowest 
accuracy of 91.99%.  
 

Table 4. Testing Accuracy (%) of different Machine Learning models 
for Thyroid Detection on Dataset splitting statistics 

 

Splitting LR SVM RF NB DT
50:50 95.74 94.97 97.90 92.38 97.51
60:40 95.53 94.38 97.88 92.08 97.14
70:30 95.06 94.16 97.79 91.99 97.00
80:20 94.96 94.09 97.34 92.16 97.20
90:10 94.87 93.06 95.27 92.11 96.50
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Figure 5. Comparison of various machine learning algorithms on 
thyroid dataset (Split) 

 

 
(a) 

 

 
(b) 

 

Figure 6. (a) Loss vs Epoch’s graph, (b) Accuracy vs Epoch’s graph of 
ANN for Thyroid Disease 

 
Accuracy of 94% for thyroid disease using Artificial 

Neural Network on Testing Dataset has been predicted. 
Variation of Model Loss and Model accuracy for various 
epochs is shown in Figures 6a and 6b. 

 
4.2. Pneumonia Detection 

Figures 7a and 7b show values of Precision, Recall, F1-
score on different Machine Learning Models. Maximum 
accuracy of 96.66% is achieved with Support Vector 
Machine and Naive Bayes gave the minimum accuracy of 
71.56%. 

 

 
(a) 

 

 
(b) 

 

Figure 7. (a) Performance parameters for class 0, (b) Performance 
parameters for class 1 

 
Accuracy of various Machine Learning models on 

different splits of Pneumonia dataset is shown in Table 5 
and Figure 8. Data splitting of 50:50 results into maximum 
accuracy for Pneumonia dataset through SVM. 

 
Table 5. Testing Accuracy (%) of different Machine Learning models  

 for Pneumonia Detection on Dataset splitting statistics 
 

Splitting LR SVM RF NB DT
50:50 96.05 96.66 95.16 72.20 86.77
60:40 95.94 96.45 94.52 72.86 86.48
70:30 95.56 96.24 94.33 71.71 86.52
80:20 95.44 95.83 94.32 71.98 84.73
90:10 94.97 95.05 93.58 71.56 84.23

 
Figure 8. Comparison of various machine learning algorithms on 

pneumonia dataset (Split) 

LR

RF

DT

89
90
91
92
93
94
95
96
97
98

50:50 60:40 70:30 80:20 90:10

M
od

el
's

 

A
cc

ur
ac

y

LR SVM RF Naive Bayes DT

-0.05

0.15

0.35

0.55

0.75

0.95

1.15

1.35

0 5 10 15 20 25

L
os

s

Epoch

Model Loss

train
test

0.88

0.89

0.9

0.91

0.92

0.93

0.94

0.95

0 5 10 15 20 25

A
cc

ur
ac

y

Epoch

Model Accuracy

train
test

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

Logistic
Regression

Support
Vector

Machine

Random
Forest

Naive
Bayes

Decision
Tree

Precision Recall F1 Score

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Logistic
Regression

Support
Vector

Machine

Random
Forest

Naive
Bayes

Decision
Tree

Precision Recall F1 Score

LR
SVM

RF
Naive Bayes

DT

0

20

40

60

80

100

50:50 60:40 70:30 80:20 90:10

M
od

el
's

 

A
cc

ur
ac

y

LR SVM RF Naive Bayes DT



International Journal on “Technical and Physical Problems of Engineering” (IJTPE), Iss. 55, Vol. 15, No. 2, Jun. 2023 

129 

Figure 9a shows the variation of accuracy with epochs 
for ANN and gives the training accuracy of 94% and 
testing accuracy of 89%. Figure 9b shows the variation of 
accuracy with epochs for Hybrid Model and gives the 
training accuracy of 100% and testing accuracy of 97.3% 
which is better than the accuracy resulted from ANN. 

 

 
(a) 

 

 
(b) 

 

Figure 9. (a) Accuracy vs Epoch’s for ANN, (b) Accuracy vs Epoch’s 
for Hybrid Model 

 
4.3. Breast Cancer Detection 

Precision, Recall, F1-score for different Machine 
Learning Models have been calculated for breast cancer 
disease and are shown in Figures 10a and 10b.  
 

 
(a) 

 

 
(b) 

 

Figure 10. (a) Performance parameters for class 0, (b) Performance 
parameters for class 1 

 
Maximum accuracy of 97.19% is achieved with 

Support Vector Machine and the minimum accuracy of 
62.37% is achieved with Naive Bayes as shown in Table 
6. 

 
Table 6. Testing Accuracy (%) of different Machine Learning models 

for Breast Cancer Detection on Dataset splitting statistics 
 

Splitting LR SVM RF NB DT
50:50 96.84 97.19 96.49 63.50 93.33
60:40 96.78 97.07 96.19 63.45 94.44
70:30 96.24 96.49 95.48 62.90 91.22
80:20 95.39 96.93 93.86 62.72 90.57
90:10 92.98 93.76 93.76 62.37 88.69

 
Accuracy of various Machine Learning models on 

different splits of Breast Cancer dataset is shown in Figure 
11. Breast Cancer through Artificial Neural Network has 
been predicted with an accuracy of 99% on Training and 
98.2% on Testing Dataset. Variation of Model Loss and 
Model accuracy with epochs is shown in Figures 12a and 
12b, respectively. 

 

 
 

Figure 11. Comparison of various machine learning algorithms on 
Breast cancer dataset (Split) 
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(a) 

 

 
(b) 

 

Figure 12. (a) Loss vs Epoch’s for ANN, (b) Accuracy vs Epoch’sfor 
ANN 

 
4.4. Heart Disease Detection 

Figures 13a and 13b depicts Precision, Recall, F1-score 
on different Machine Learning Models for detection of 
heart disease.  

 

 
(a) 

 

 
(b) 

 

Figure 13.  (a) Performance parameters for class 0, (b) Performance 
parameters for class 1 

 

While, Maximum accuracy of 98.05% is achieved with 
Random Forest, Support Vector Machine algorithm gives 
minimum accuracy of 68.10%. Accuracy of various 
Machine Learning models on different splits of heart 
disease dataset is shown in Table 7 and Figure 14.   
 

Table 7. Testing Accuracy (%) of different Machine Learning models 
for Heart Disease Detection on Dataset splitting statistics 

 

Splitting LR SVM RF NB DT
50:50 84.04 68.10 98.05 80.50 95.90
60:40 82.60 72.19 94.30 83.41 93.08
70:30 83.98 69.49 91.50 83.08 89.41
80:20 83.53 66.46 87.07 81.21 83.90
90:10 83.64 62.29 85.48 80.93 81.90

 

 
 

Figure 14. Comparison of various machine learning algorithms on heart 
disease dataset (Split) 

 

Variation of Model Loss and Model accuracy with 
epochs is shown in Figures 15a and 15b, respectively 
which clearly indicates 78% accuracy on Training and 
67.2% on Testing dataset for ANN. 
 

 
(a) 

 

 
(b) 

 

Figure 15 (a).  Loss vs Epoch’s (b) Accuracy vs Epochs ANN 
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5. CONCLUSION 
Maximum accuracy of 98.05% for heart disease and 

97.9% for Thyroid Disease has been achieved through 
Random Forest Algorithm. Best result with an accuracy of 
98.2% was achieved for Breast Cancer through Neural 
Network. The proposed hybrid model consisting of 
Convolutional Neural Network and Support Vector 
machine resulted into a maximum accuracy of 97.3% for 
Pneumonia Disease. Data splitting used in the presented 
work efficiently improves the usage of time and assists in 
achieving the best results. Precision, Recall, F1-score, and 
accuracy are also calculated to compare results of various 
machine learning algorithms. 
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