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Abstract- Nowadays, customer value and its implications 
have received increasing attention in new E-commerce 
paradigm and that is indicated as fundamental to Customer 
Relationship Management (CRM). On the other hand, data 
mining in brief is a collecting, processing, analyzing and 
converting raw data in order to solve E-commerce 
problems. For this aim, in this paper we apply three data 
mining techniques namely, fuzzy C-mean clustering, fuzzy 
analytical hierarchy process and optimized linear 
regression, to find the customer value properly in order to 
keep customers and maximize their potential benefit in the 
world of E-commerce. So that, such an approach causes to 
help promote customer value by enabling the utilization of 
data mining. Thus, managers can correctly decide for 
customers and they can apply specific strategies in order 
to provide customized services and products for achieving 
effective CRM.  
 
Keywords: Customer Value, Fuzzy C-means, Fuzzy 
Analytical Hierarchy Process, Optimized Linear 
Regression. 
 

1. INTRODUCTION                                                                         
The key challenge of E-commerce is to reach 

customers value as an asset [1-3]. Successful 
implementation of this concept causes strong relationship 
in order to customer satisfaction and it leads to 
contribution of customers during specific periods. Thus, it 
is foundation of CRM and it causes the available E-
commerce can suggest technical, service and social 
benefits. Data mining technology is an important tool for 
extracting useful knowledge from existing data to increase 
the customer value by offering marketing strategy [4-7]. 
Chen et al. [8] described domain-based data mining for 
predicting telecommunications customer payment 
behaviors. Khajvand and Tarokh [9] are segmented the 
customers based on their lifetime value. Laing [10] is 
analyzed customer value in automotive industry. 
Zakrzewska and Murlewski [11] proposed Density-Based 
Spatial Clustering (DBSCAN) and k-means for bank 
customer segmentation. 

In this paper, we have applied three data mining 
algorithms such as Fuzzy C-Mean (FCM) clustering, fuzzy 
Analytical Hierarchy Process (AHP) and optimized linear 

regression in order to define customer value to develop 
applications of E-commerce. Thus, we have designed a 
questionnaire based on customer value and created data 
base according to the component of the questionnaires. 
Then, we have used FCM [12], fuzzy AHP [13-15] to 
determine the customer value. At the end, the predictor 
model is obtained by applying customer value component 
with linear regression that is optimized by genetic 
algorithm [17]. So that, the method of the current paper is 
intended to provide the customer value for E-commerce in 
order to interact flexibly with their customers and increase 
revenues. The article starts with description of the 
questionnaire that is designed in this paper. Next, in 
Section 3 an approach to determine customer value and 
evaluation are presented. At the end, conclusion is given. 
 

2. DESIGNE OF QUESTIONNARIES 
In the recent years, relational marketing is taken into 

account specially in the service industrial and 
manufacturing, thus the concept related to customer value 
has become more important [1-3]. Beerli, et al. [18] 
believe that customer value not only increases the value of 
the business, but also it allows the business to keep it costs 
low for attracting new customer. Thus, it causes in the 
competitive world of E-commerce the better product or 
service repurchases. Customer value creates an obligation 
in the customer to do business in E-commerce and 
purchases products and order services continuously. 
Although, that is a psychological process which includes 
the evaluation of different options based on different 
criteria. Moreover, that occurs when the organization 
provide the customer’s need better than the competitors 
[19-20]. Also, that is the tendency of customers to choose 
a product or a company among other products to meet a 
specific need. 

According to the definitions that are introduced above, 
the dimensions of customer value that is considered in 
questionnaires design in this paper include: functional, 
emotional, social, situational and cognitive [21-24]. In 
order to determine the reliability of the questionnaires 
Cronbach alpha coefficient of the set of questionnaires 
items that is calculated is more than 70% [25]. This 
coefficient shows the desired reliability of the 
questionnaires. 
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3. CUSTOMER VALUE IN E-COMMERCE 

In today’s highly competitive E-commerce, customer 
value has been vital among the marketing researcher. 
Customer value models suggest a good theoretical 
framework to be used for E-commerce to become 
customer driven to maintain its competitive advantages [1-
3]. On the other hand, in the modern science research, data 
mining is a terminology for obtaining data for diagnostic 
or analysis goals that are faced in real applications [5]. The 
proposed method consists of the following six steps: 
➢ Step 1: Design of questionnaires based on the 
dimensions of customer value. 
➢ Step 2: Creation of data base according to 
questionnaire’s components. 
➢ Step 3: Clustering the database based on the score of 
customer value components.  
➢ Step 4: Determining the priority of customers in each 
cluster.  
➢ Step 5: Specifying customer value position by multiply 
value of clustering and Fuzzy AHP.  
➢ Step 6: Giving the customer value component for 
obtaining a predictive model with optimized linear 
regression. 

Fuzzy set theory is defined by Zadeh [26]. This theory 
has been widely applied in a variety of key areas such as 
E-commerce domain [27], pattern recognition [28] and 
medical diagnosis [29]. Assume, p= {p1, p2, …, pn} be set 
of points, uk(p) be the degree of each point p to be in kth 
cluster and m be the weight index. FCM clustering is suited 
for classifying collection of data by allowing the same data 
to be in cluster with different degree of membership [12]. 
The centroid of each cluster is defined by: 
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The essential condition for that function is defined by: 
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The following steps are repeated in order to specify the 

center of cluster and membership matrix:  

• Step 1: Initialize matrix as follows: 

ijU u =   matrix,
(0)U  (5)                   

• Step 2: Compute the center of vectors at k-step by: 
( )k

jC c =    (6)                                   

1

1

n
m
ij j

j

i n
m
ij

j

u p

c

u

=

=

=





 (7)                         

• Step 3: Update the 
( )KU  and 

( 1)kU +  items as the 

following:  
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• Step 4: If the following condition is established then stop 

the algorithm. Otherwise, go to the step 2. 
( 1) ( )k kU U + −   (9)                      

After classification of customers, Fuzzy AHP approach 

is applied in order to specify the performance of each 

customer within that cluster [13-15]. Suppose, SoI be 

Scale of Interest, FN be Fuzzy Number, LV be Linguistic 

Variable and MF be Membership Function, a be the fuzzy 

comparison matrix’s value, r  be the fuzzy geometric 

mean, w  be the fuzzy weight’s value in each dimension, 

BNFP  be the Best Non Fuzzy Performance, UW, LW and 

MW be Upper, Lower and Middle value of the fuzzy 

Weight, respectively. 

In fuzzy AHP approach, for creating a fuzzy 

comparison matrix, the scale of linguistics is specified. So 

that, the scale is the Triangular Fuzzy Number (TFN) scale 

from one to nine. The Membership Function is shown in 

Table 1. The Fuzzy comparison matrix by applying TFN 

is defined as follows: 
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Table 1. Membership Function [16] 

 

SOI FN LV MF 

1 1 Equivalent importance (1, 1, 3) 

3 3 Weakly Important (1, 3, 5) 

5 5 substantially more important (3, 5, 7) 

7 7 Very Strongly Important (5, 7, 9) 

9 9 Completely Important (7, 9, 9) 

 

The fuzzy geometric mean is calculated by: 
1
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i i i inr a a a=    (11)                        

For each dimension the weight of fuzzy is determined 

as follows: 
1
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The BNFP is specified by transforming crisp weight 

and applying Center of Area (COA) method by: 
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At the end, predictive model will obtain by applying 

optimized linear regression with genetic algorithm [17]. 

Let A be estimated variables, 1 to n be the regression 

ratio, X1 to Xn be absolute variable, Y1 to Yn be dependent 

variable, pre be the predicted value and t be the true value.  

Linear regression is applied two or more independent 

variables in order to approximate the effect of the 

dependent variable as follow: 

1 1 2 2 ... n nY A X X X  = + + + +  (16)          

So that, in the case of 0Y  , it indicates a positive 

relationship between variables, otherwise, it indicates the 

relationship between variables as a negative value.  

The main steps of linear regression that is optimized 

with genetic algorithm are included: 

• Step 1:  Produce population of n chromosome. So that, 

each chromosome consist of the gene and each gene or 

coefficient is equal to 1 to n in Equation (16). 

• Step 2: Determine the coefficient of regression. 

• Step 3: Define the fitness function f(x) of each 

chromosome by applying the relation of:  

pre t−  (17) 

• Step 4: Determine appropriate information by operators 

such as “selection”, “crossover” and “mutation”. 

• Step 5: Specify the values of the fitness. In the case of 

local search falls in the local optima, where value indicate 

proper or close to zero, go to Step 8. Otherwise go to next 

step. 

• Step 6: Looking for fitness value of each chromosome in 

the population by utilization local search approach.  

• Step 7: Update the value of previous step and choose the 

new particular population for those values for the next 

generation.  

• Step 8: 1gen gen= +  (18) 

• Step 9: When the following condition is established go 

to Step 3. Otherwise, the process finishes with the optimal 

result. 
maxgen Gen  (19) 

The evaluation has been done with proposed method of 

paper with different number of clusters by Root Mean 

Square Error (RMSE) as follows [30]: 
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where, Ns is the Number of sample and ei is the difference 

between the actual value and estimated value for sample i.  

Comparison of RMSE between different numbers of 

clusters is presented in Table 2.  

 
Table 2. Comparison of RMSE between different numbers of clusters 

 

Number of Clusters RMSE 

4 2.51 

15 1.33 

30 0.93 

45 0.765 

60 0.66 

75 0.59 

 

 

6. CONCLUSIONS 

One of the competitive advantages of the E-commerce 

is utilization of the customer value. On the other hand, data 

mining is becoming more and more important tool in E-

commerce to convert the data into knowledgeable 

information. In this paper, the combination of three data 

mining techniques is applied. The RMSE of the proposed 

method of this paper with different numbers of clusters has 

been investigated. Our exploited method and study, has the 

advantage that it can establish a predictive model for E-

commerce in order to generate a simple and efficient 

approach for providing information related to potential 

customers and specifying the value of available customers. 

Thus, from the perspective of Customer Relationship 

Management (CRM) such an approach can obtain good 

communication with the customer with good management 

in competitive world of E-commerce. The proposed 

method of this paper only considers generation of 

customer value, whereas in E-commerce era a fast 

estimation is important as well. Thus, this point should be 

considered as a limitation of the proposed method of this 

paper. As future work, parallel processing can be used for 

fast estimation. 
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