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Abstract- Image captioning represents a complicated task 
to comprehend multi-modal scenes via automatically 
creating explanations or captions for the image's salient 
significations. Hence, any image captioning scheme 
should involve the capability of analyzing and 
comprehending the image's visual significations via 
perceiving salient components and their 
interaction/association. Depending on these perceptions, 
these schemes should also involve the capability of 
accurately explaining these organized visual details using 
natural language. Furthermore, the performance of image 
captioning schemes can be boosted by utilizing the 
mechanism of visual attention. Therefore, this proposed 
scheme utilizes the EfficientNet B7 pre-trained model for 
image feature extraction and long short-term memory 
(LSTM) with an attention mechanism to generate captions 
(word by word) while focusing on the most relevant parts 
of the image. This proposed scheme was trained on the 
MSCOCO dataset using metrics of METEOR and BLEU 
(B1-B4), and the attainable results were (Meteor=0.698, 
B1=0.888, B2=0.875, B3=0.857 and B4=0.666). 
 
Keywords: Image Captioning Scheme, EfficientNet B7, 
LSTM, Visual Attention. 

 
1. INTRODUCTION                                                                         

Automatically producing captions or descriptions for 
photographs is a challenging subject that involves a visual 
combination and language input. In other words; it requires 
both comprehensive visual understanding and advanced 
natural language creation. That is why the natural language 
processing and computer vision communities have 
embraced it as an enthralling challenge [1]. Image 
captioning is the technique of producing a natural language 
description for an image automatically using a computer; 
As a bridge of mentioned communities research areas, 
besides the requirement of a high-level comprehension of 
the image's semantic contents, image captioning requires 
the ability to articulate the information into phrases like a 
human. Recognizing the existence; qualities; and 
connections of items in an image is tough enough. The 
complexity of structuring a phrase to convey such 
information adds to the task's difficulty [2]. 

Researchers have been striving to clarify the images' 
content using a plausible sentence in any language; which 
has become a hot subject in the computer vision field in 
recent years. To clarify an image; an automatic image 
caption creation model frequently incorporates many 
objects; connections of object; semantic properties, and 
probable actions included inside it into a representation 
vector. On top of that; the caption may be produced word 
through word utilizing a word generator. As a consequence 
of recent developments in deep learning techniques; a 
great number of approaches to that challenge have been 
published employing that paradigm [3]. 

In recent times, the schemes of deep learning have 
considerably delivered to the significant progresses in 
every field [4-6]. Convolution Neural Network (CNN) 
represents a computer vision deep learning network that 
can identify and categorize image features. The structure 
and operations of the visual cortex had an impact on CNN 
architecture. It's created to resemble how neurons link in 
the human brain. The pre-processing needed for CNN is 
less than for other methods. So, CNNs are the best learning 
algorithms for understanding visual data. It has also 
demonstrated exceptional image classification, 
recognition, segmentation, and retrieval capabilities [7-
10]. In the field of image captioning, the research 
community has made significant strides in model design 
over the last few years: from the first proposals based on 
deep learning to the advances of self-attention, 
transformers, and techniques that have been enhanced with 
attentive schemes and the learning of reinforcement in 
Recurrent Neural Networks (RNNs) supplied with global 
visual descriptors. Simultaneously, researchers in the 
disciplines of computer vision and natural language 
processing (NLP) have developed assessment processes 
and criteria for comparing outcomes to human-generated 
ground facts. Despite years of research and advancements; 
image captioning is still far from a solved problem [11].  

In this paper, we present a scheme consisting of an 
Encoder-decoder model in an encoder using Convolutional 
Neural Network (CNN) and an encoder using RNNs with 
visual attention for sentence generation. The fundamental 
contributions of the proposed scheme are provided as 
follows: 
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1) Apply an end-to-end deep learning-based image 
captioning scheme using pre-trained CNN (EfficientNet 
B7) and Long-Short Term Memory (LSTM) with visual 
attention. The model of LSTM with visual attention 
processes the vector of an image feature in order to fine-
grain and further abstract visual depiction. The language-
LSTM is capable of keeping salient objects and predicting 
the following word on the track of context words and 
objects. 
2) Integrate the accommodative attention model for 
extracting vision features, mining language structure, and 
generating image descriptions with more details. 
 

2. RELATED WORKS 
The previous relevant works concerning image 

captioning generation are provided in this section. In 
recent times, various schemes have been presented for 
image description generation. Wang, et al. [12], 2020, 
presented a method for image captioning in which a deep 
CNN was utilized for extracting a visual representation of 
an entered image considering the regions of interest as 
nodes, and building a graph of relationships where the 
whole nodes are completely connected in a non-directed 
manner. The messages are propagated via Graph Neural 
Network (GNN) over the whole edges in a recurrent way 
and the whole representations concerning graph nodes are 
output, these representations can be considered implied 
relation-aware visual depictions between image's objects. 
The model of visual context-aware attention selects a 
significant relationship of "160" representations and the 
model of LSTM language generates sentences. This 
presented method was tested using MS COCO and 
Flickr30K. Yan, et al. [13], 2020, proposed a hierarchy 
attention technique; taking into account the identification 
of object features and global image features for resulting 
in better performance. In such a paradigm, the processes of 
object detection and CNN-encoding extract local and 
global information, correspondingly. Global and local 
attention techniques are used to pass these features to the 
models of LSTM. The models of LSTM concatenate and 
decode outputs into words. The MS COCO dataset was 
used to test that model.  

Cao, et al. [14], 2020, proposed interactions-guided 
generative adversarial network which is an effective cycle-
consistent technique that uses multiple scales features 
depiction and object-object interaction to train the model 
for unsupervised image captioning without the usage of 
labeled image caption pairings. This technique is made up 
of three fundamental components: encoding image, 
extracting features from object-object interaction, and 
adversarial cycle-consistent creation. The achieved results 
offered an encouraging performance using MSCOCO 
dataset. Zhang, et al. [15], 2021, introduced a unique visual 
connection attention model based on parallel attention and 
learning spatial restrictions for the first time. In that model, 
the image encoder is a Faster R-CNN, and the language 
decoder is a two-layer LSTM. Between the LSTM-1 
(coarse decoder) and the LSTM-2 (fine decoder), both 
attention models are present (fine decoder). The MSCOCO 
dataset was used to test this strategy. 

3. PRELIMINARIES 
 

3.1. EfficientNet 

The primary goal of computer vision and deep learning 
is to find more trustworthy and accurate methods using 
smaller models. EfficientNet produces more effective 
outcomes by consistently scaling depth, width, and 
resolution while shrinking the model. There are 8 models 
total, ranging from B0 to B7, and while the number of 
parameters stays the same as the number of models rises, 
the model's accuracy unexpectedly rises [16]. In Figure 1, 
the EfficientNet B0 model's schematic depiction is shown. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The schematically depiction of EfficientNet B0 

 
EfficientNet utilizes a novel activation function called 

Swish, it is a reduplication of linear and sigmoid activation 
functions, in contrast to other cutting-edge CNN models 
that use ReLU as an activation function. The bottleneck 
that is reversed EfficientNet relies heavily on MBConv, 
which connects many fewer channels than the expansion 
layer since direct connections are employed to bypass 
bottlenecks. Blocks of MBConv are made up of the layer 
that compresses the channel after they have been 
expanded. The EfficientNet models outperform current 
state-of-the-art CNN models in terms of accuracy and 
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efficiency, and EfficientNet B7 achieves state-of-the-art 
accuracy on ImageNet of 84.4 percent for the top-1 and 
97.1 percent for the top-5.   

The architecture of EfficientNet uses in-depth 
separable convolutions as opposed to conventional layers, 
which reduces calculation by almost k times. The kernel 
size is k2, this indicates the 2D convolution window's 
height and weight. To scale depth (D), width (W), and 
resolution (R) uniformly using the concepts (α ≥1, β ≥1, ϒ 
≥1) the compound coefficient Փ is used in compound 
scaling [17]. (D = α Փ, W = β Փ, R =ϒ Փ), grid search can be 
used to compute α, β, ϒ constants, and, a user-defined 
coefficient (Փ), controls how many resources are available 
for model scaling. On the other hand, α, β, ϒ dictate how 
these extra resources are allotted to the architectural width, 
depth, and resolution, respectively. In order to scale 
baseline EfficientNet B0, the compound scaling approach 
does so in two parts. In the first step, it is assumed that 
there are twice as many resources available, and the best 
values for α, β, ϒ and are identified using a grid search with 
Փ =1. After establishing the obtained, values as constants, 
the baseline network is enlarged in order to get 
EfficientNet B1 through B7 with various values utilizing 
(α ≥1, β ≥1, ϒ ≥1) [18]. 
 
3.2. LSTM 

The development of LSTM was made in order to 
overcome the problem of vanishing and exploding 
gradients. To do this, gates are placed among each of its 
hidden points and the rest of its layers, protecting the 
hidden activation. The cell state is the protected hidden 
activation. The three LSTM gates-forget, input, and 
output-take on responsibility of guarding cell state [19]. 

The forget gate is the 1st gate that affects the cell 
during the forward pass. It determines which cell 
activations are forgotten and how much. It accomplishes 
this by multiplying each element of the cell by a vector, ft 
(0, 1) mh. The corresponding element in the state of the 
cell will be erased and set to zero if the forget gate emits a 
value that is close to zero, but it will fully maintain its 
value if it emits a value that is close to one. The input gate 
controls how much fresh information is introduced to the 
protected state. This also occurs at the same time as the 
determination of a new candidate cell state.  Like the forget 
gate, it ∈ (0, 1) mh input gate is multiplied by the candidate 
state and adds it to the cell state. As a result, the cell state 
is avoided from additions in an unneeded manner. The 
output gate is the last component and is crucial for 
backpropagation. It chooses which aspects of the cell state 
propagated forward and is included in the network's output 
[15]. The LSTM can be represented mathematically as 
follows [20]: 

[ ]( )1sigmoid ,  t i t t ii W X h x b−= +  (1) 

[ ]( )1sigmoid ,   t f t t ff W X h x b−= +  (2) 

[ ]( )1 1tanh ,  t t t t c t t cc f Xc i X W X h x b− −= + +  (3) 

[ ]( )1sigmoid ,  t o t t oo W X h x b−= +  (4) 

( )tanht t th o X c=  (5) 

where, its ft, and ot are the input, forget, and output gates, 
respectively, ct is the cell state at time step t, ht is the hidden 
state at time step t, xt is the input to the LSTM at time step 
t, ht-1 is the hidden state of the LSTM at time step t-1, Wi, 
Wf, Wc, and Wo are the weight matrices for the input, forget, 
cell, and output gates, respectively, and bi, bf, bc, and bo are 
the bias terms for the input, forget, cell, and output gates, 
respectively. 

 
4. THE PROPOSED CAPTIONING GENERATION 

SCHEME 
The proposed scheme aims to describe the visual 

content of an image. This work was applied to an effective 
EfficientNet B7. This scheme involves various stages; 
input dataset of images, pre-processing of images, splitting 
the dataset into training and testing, and implementation of 
EfficientNet B7 model for feature extraction as encoder 
and utilized LSTM with visual attention as decoder for 
NLP, as demonstrated in Figure 2. 
 
4.1. Input and Pre-Processing  

Initially, images are utilized from the Microsoft 
Common Objects in Context (MSCOCO 2017) dataset, 
and this dataset is available at a publicly accessible. In the 
feature extraction process from images, providing an 
appropriate size of images represents an extremely 
complicated aspect. However, in order to provide effective 
system implementation, the size of input images should be 
fixed. Therefore, in this stage, after loading the dataset, the 
input images of diverse sizes are resized to 600×600×3. 
 
4.2. Dataset Splitting 

In the dataset splitting stage, the dataset is partitioned 
into 80% and 20% for “training” and “testing” partitions, 
respectively. 
 
4.3. Encoder  

The Encoder (feature extraction) is done by 
EfficientNet B7. Firstly, it is based on mobile inverted 
bottleneck convolution (MBConv), and MBConv layers 
are designed to be more efficient than standard 
convolutional layers by using a mixing up of depth-wise 
separatable convolutions and pointwise convolutions. A 
single filter is used to transform each input channel into a 
"depth-wise" convolution in a depth-wise separable 
convolution. The output of the depth-wise convolutions is 
then combined in a pointwise convolution.  This allows 
MBConv layers to use significantly fewer parameters and 
compute resources compared to standard convolutional 
layers while still achieving good performance.  

The Efficientnet-B7 consists of seven blocks the first 
contains 3 MBconv, the second 7, the third also 7, the 
fourth 10, fifth also 10, the sixth 13, and the seventh 4 
MBconv. The architecture of each block involves multiple 
operations, including Pointwise Convolution this is a 1×1 
convolution that reduces the spatial dimensions of the 
features maps while increasing the number of channels, 
Depthwise Convolution is a 3×3 convolution that operates 
on each channel independently, preserving the spatial 
information of the feature maps, Squeeze-and-Excitation 
module is an attention that recalibrates the feature maps 
based on the channel-wise relationships. 
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Figure 2. Architecture of Proposed System with EfficientNet B7 
 

Batch Normalization normalizes the activations to 
reduce the internal covariate shift and improve training 
stability.  
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illustrated in Table 1. 
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Table 1. The layer's structure of EfficientNet B7 
 

No. Operator Resolution Channels Layers 
1 Image input 600×600 3  
2 Conv 3×3 600×600 64 1 
3 Block1-MBconv1 3×3 600×600 32 3 
4 Block2-MBconv6 3×3 300×300 48 7 
5 Block3-MBconv6 5×5 300×300 80 7 
6 Block4-MBconv6 3×3 75×75 80 10 
7 Block5-MBconv6 5×5 75×75 244 10 
8 Block6-MBconv6 5×5 35×35 384 13 
9 Block7-MBconv6 3×3 35×35 640 4 

 
4.4. Decoder with Visual Attention 

A Decoder in image captioning is a component of a 
deep learning model that generates a textual description of 
an image. It takes the feature representations from an 
image encoder as input and outputs a sequence of words, 
typically in natural language. It's done by using LSTM 
with a visual attention, the input to the model is a sequence 
of numerical values representing the words or sub-words 
in the text. The input is passed through an embedding 
layer, which converts the numerical values to a dense 
vector representation. This allows the model to process 
words as continuous vectors rather than discrete symbols, 
which is more efficient and effective for learning patterns 
in the text. The input is then passed through LSTM layers. 
An LSTM layer has a set of weights and biases that are 
adjusted during training to learn the patterns and 
relationships between words in the text. On top of the 
LSTM layers, an attention mechanism is included to 
enable predictions to be made while focusing just on 
particular areas of the input. Instead of processing all data 
equally, the attention mechanism learns to prioritize 
different components of the input. When creating 
predictions, it enables the model to concentrate on the 
input's most pertinent data. The output from the LSTM 
layers and attention mechanism is passed through a dense 
layer, which maps the outputs to probability distributions 
over the vocabulary. Predicted words are the word with the 
highest probability. An output layer is a fully connected 
layer with a softmax activation function, which converts 
the output to a probability distribution over the vocabulary. 
 

5. EXPERIMENTS AND DISCUSSION 
We employ the MSCOCO dataset to assess the 

effectiveness of our system. Common item images from 
real-world and natural situations make up the MS COCO 
collection. MSCOCO is more difficult since it has the traits 

of a complicated background, numerous object types and 
instances, and small object sizes. With 123,287 images, the 
MSCOCO dataset is bigger than the Flickr30k collection.  

After the splits, it uses 113,287 photos for training, 
5000 photos for validation, and 5000 photos for testing. 
The MS COCO dataset also includes 5 ground-truth words 
of varying lengths for each image [21].  

Most image caption schemes utilize similarity-based 
measures between ground truth and machine-generated 
sentences such as BLEU, and METEOR measurements. 
The score of BLEU can be utilized as an evaluation 
measure, and it provides m-gram precision between 
reference and candidate sentences, and the greater m 
indicates a more suitable understanding at the sentence 
level instead of a greater similarity between words within 
the sentence. The METEOR measure identifies the whole 
matches between sentences using specific criteria of 
matching, like paraphrase, synonym, and exact word 
matching. 

During this stage, training is done using 80% of the 
MSCOCO dataset. This separation procedure is not 
random; rather, whole data rates for testing and training 
take explored, starting with 50% just for testing data 
collection and 50% for training up to 90% of training data 
against 10% to testing data. The separation of 80 percent 
of the training and 20 percent of the testing dataset make 
the proposed scheme obtained the highest percentages and 
best outcome. Table 2 illustrates these values of BLEU and 
METEOR scores. The generated captions not only include 
more details about the objects and their relationships, but 
they also define the semantic linkages between the target 
object and the scene in the image. 

Traditional approaches to image caption generation use 
a simple LSTM-based model that generates captions based 
solely on the features extracted from the input image. 
These models typically do not consider the spatial 
relationships between different regions of the image or 
attend to specific regions of the image when generating the 
caption. While, Attention-based image caption generators 
(for example, this proposed system) use a more complex 
model that attends to different regions of the image at each 
time step, allowing the model to focus on the most relevant 
regions of the image when generating the caption. This 
attention mechanism can improve the quality of the 
generated captions by enabling the model to generate more 
detailed and accurate descriptions of the image as       
Figure 3.

 
Table 2. A comparison of the various ratios of the data pertained 

 

No. Training and testing datasets, expressed 
as a percentage 

BLEU Meteor B1 B2 B3 B4 
1 50% training _ 50% testing 0.611 0.411 0.25 0.06 0.516 
2 60% training _ 40% testing 0.75 0.69 0.64 0.54 0.632 
3 70% training _ 30% testing 0.538 0.25 0.18 0.10 0.50 
4 80% training _20% testing 0.888 0.875 0.857 0.666 0.698 
5 90% training _ 10% testing 0.73 0.70 0.642 0.542 0.581 
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Figure 3. Example of image captioning, the attention mechanism can be used to generate high-quality captions by allowing the model to focus on the 
most relevant regions of the image at each time step, resulting in more informative and accurate descriptions of the image 

 
6. CONCLUSION 

In this paper, an effective scheme was proposed in 
which the EfficientNet B7 pre-trained model and LSTM 
with an attention mechanism were utilized for accurately 
identifying the contents of an image and generating a 
caption that describes it. The utilization of EfficientNet B7 
as the model's backbone (which is a cutting-edge deep 
neural network architecture for image classification tasks) 
worked on improving the scheme's performance in image 
captioning tasks. In addition, the exploitation of visual 
attention with LSTM allows the scheme to emphasize the 
significant portions of the image, resulting in highly 
insightful and precise captions, and hence, leading to a 
more efficient and accurate image captioning scheme. 
Besides the generated captions including more details 
about the objects and their relationships, these captions 
define the semantic linkages between the target object and 
the scene in the image. In the future, it is potential to 
explore the utilization of transfer learning or meta-learning 
techniques, where the scheme learns from multiple related 
tasks or datasets, to improve the model's ability to 
generalize to new tasks and datasets. Furthermore, we can 
explore the use of different pre-trained models for image 
feature extraction to compare their performance with 
EfficientNet-B7. 
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