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Abstract- The article discusses the use of experimental-
statistical methods in the absence of sufficient information 
about multifactorial processing operations and 
technological processes and the impossibility of 
constructing their mathematical models. The results of the 
researches show, that conducting experiments with 
classical methods often increases the probability, that the 
values of technological factors fall into a false optimum, 
and their implementation by the method of multifactor 
planning speeds up the determination of the optimal values 
of accuracy and quality. 
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1. INTRODUCTION 

With a lack of information about multifactor 
technological operations and technological processes, 
when they are rather complex and it is impossible to 
construct their deterministic models, it is better to use 
experimental statistical methods [1-7]. In this case, passive 
and active methods are used for conducting experiments. 
Passive experiments are fulfilled by changing the 
significances of technological factors of working-out 
processes by turn, and in this case the holding of a large 
number of experiments are required. Passive experiments 
use pure statistic material collected during processing 
details of machines and equipment at machinery 
enterprises. In this case, the processing of the experimental 
material, used to construct the mathematical models is 
carried out by applying of classical methods of regression 
and correlation. 

Active experiments are carried out on the basis of a 
predetermined plan, and it is meant, that all factors of 
technological operations will change simultaneously, this, 
in its turn, also, allows predicting the interaction of 
technological factors and drastically reducing the number 
of conducted experiments. In the process of working-out, 
the results of experiments, the main principles of 
regression and correlation methods are used.  

As a result, it is possible to obtain dependencies, which 
characterize the connection between the parameters of 
technological operations and technological processes, with 
accuracy and quality of the surfaces of the processed 
details. In all cases, the dependencies obtained in the form 
of mathematical models, characterize the connection 
between the experimental results and technological 
factors, specified in a form of variable parameters. 
Experiments are carried out by varying the values of 
technological coefficients of technological operations 
based on the given rules (by alternating) [8-15]. 

 
2. RESEARCH METHODS 

The connection of technological processing factors   
from accuracy and quality of the processed details surfaces 
y is written as follows 

1 2 3( , , ,..., )ky f X X X X=  (1) 
Free variables 1 2 3, , , , kX X X X…   are called as factors; 

1 2 3, , , , kX X X X…  coordinate space-factor space; The 
geometric description of the reflection function in the 
factor space is called as the plane of reflection [1, 2]. Using 
the popular methods, it is possible to construct 
mathematical models of the dependences of accuracy and 
quality details surfaces from factors of technological 
operations. 

Researches show, that conducting experiments using 
traditional methods, i.e.by changing the values of only one 
factor and keeping constant values of other factors, 
significantly increases the probability of falling into a false 
optimum. Applying of the methods of multifactorial 
planning of experiments, vice versa, accelerates the 
determination of optimal significances of accuracy and 
quality of processed details and increase the reliability of 
obtained results. With using the static methods, the 
mathematical model is set in the form of a polynomial – a 
part of Taylor series, where the indefinite dependence is 
divided into separate parts [1, 2]: 
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It is known, that there are quite many variables in 
technological processes and in mechanical operations of 
processed machine details, with which is impossible to 
manage or to control (for example, temperature in the 
cutting zone, deformation of the technological system due 
to shear forces in cutting zone, inhomogeneity of materials 
of processed details, vibrations in the process of working-
out and so on) and they really influence on technological 
factors. 

It is clear, that the change in values of technological 
factors is of a random character and can be called random 
variables. Therefore, the coefficients, obtained in 
processing experimental results are called the sample 
regression coefficients , , ,o i uj jjb b b b . These coefficients 
are theoretically called estimates of the coefficients, 

, , , .o i uj jjB B B B  Thus, the regression equation obtained as 
a result of the experiment is written as follows: 

2
0

1 1 1
ˆ ...

k k k

j j uj u j jj j
j j j

y b b X b X X b X
= = =

= + + + +∑ ∑ ∑  (3) 

The coefficient ob is called the free mathematical limit 
of the regression equation, ib  is called the linear effect, the 
coefficient jjb  is called the quadratic effect, and the 

coefficient ujb  is called the interaction coefficient. 
The coefficients of the regression Equation (3) by the 

least squares method, is determined by the condition. 
2

1
( ) minˆ

n

i i
i

y yϕ −
+

= =∑  (4) 

where, N is the volume of samples, taken from the general 
total of the studied parameters. The difference between the 
sample size N  and the number of compounds l  taken for 
that sample is called the number of degrees of freedom f  
of the sample. 

1f N= −  (5) 
While searching for regression equations, the number 

of ratios is equal to the number of determined coefficients. 
 

3. RESEARCH RESULTS AND THEIR 
DISCUSSION 

Table 1, was shown the number of coefficients, which 
must be determined to obtain various degrees of equations 
(polynomials) for free factors from 2 to 5 [2]. The Table 1 
shows, that the number of necessary determined 
coefficients increases with an increase of degrees of free 
factors and with raising degrees of equations. 

The type of regression equation is chosen by 
experimental tests. While analyzing the dependence on 
one variable parameter, an empirical regression line is set 
up to determine the type of regression equation (Figure 1). 
 

Table 1. The number of coefficients that need to be determined to obtain 
equations (polynomials) of different degrees due to 2 to 5 free factors 

 

Number of 
factors (of 

independent 
parameters) 

Degrees of equations 

First degree Second 
degree Third degree Fourth 

degree 
Number of coefficients 

2 3 6 10 15 
3 4 10 20 35 
4 5 15 35 70 
5 6 21 56 126 

 

  
 

Figure 1. Correlation area 
 

For this, the whole range of change of the correlation 
area X is divided into equal intervals X . All points in the 
given interval jX  belong to jX  its middle. For this 
purpose, a special average jy  is calculated for each 
interval; 

1ˆ

nj

i
i

j

ijX

n
y +=

∑
 (6) 

where, jn , is the number of points in interval jX  and; 

1
j

k

i
Nn

+
=∑  (7) 

where, k is the number of divided intervals, N is the sample 
volume. 

At the next stage, the points ,j jX y  continuously are 
connected with a straight line. The obtained broken line is 
called the empirical regression line with respect to y in x. 
According to the view of regression empirical line, the 
regression equation ˆ ( )y f x=  is chosen. 
 

4. LET’S LOOK THROUGH AN EXAMPLE OF 
ONE PARAMETER LINEAR REGRESSION 

Let’s suppose, that is necessary to determine the 
equations of linear regression with using the method of the 
least squares. 

0 1ˆiy b b x= +  (8) 
By sample volume N . 

For this case, the system of normal equations is given 
in the following form [2]. 

10 1
1 1
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Coefficient b1 is calculated by the help of the 
determinant 
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The coefficient ob  can 1b  determined from Equation 
(8), as it’s known  1ob y b x= − , where, ,x y  are the 
average values of x and y , respectively. The last 
expression indicates the presence of a correlation 
dependence between the coefficients ob  and 1b . 

To assess the effect of linear dependence (9), the 
sampling rate *r of correlation coefficient is calculated: 

* 1( )( )
( 1)

N
i ii

x y

X X y y
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− −
=

−
∑  (11)  

where, x yσ σ  are sample standard deviations. From 
Equations (9) and (10) we obtain: 
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After determining the regression equation, it is 
important to analyze the results. In accordance with this 
analysis, the significance of all coefficients is compared 
with errors of reflection, and is checked and determined 
the equation of adequacy. The research is called regression 
analysis. For conducting the regression analysis, the 
following conditions must be fulfilled [2]: 
1. The input parameter X  is measured with very narrow 
undetected errors. The presence of errors in the 
determination of y  is explained by the presence in the 
process of undefined variables, which are not included in 
the regression equation. 
2. The output parameters are the results of observations of 

1 2 3, , ,..., ny y y y , normally distributed free random 
variables. 
3. Experiments carried out with a sample of volume N  
under such conditions, which should be provided that each 
experiment is repeated m  times and that the variances of 
the sample 2 2 2 2

1 2 3, , ,..., nD D D D  would be provided. 
Determining of the uniformity of deviations includes in 

itself the following operations: 
1) The average value is determined from the results of 
parallel experiments: 

1  , 1, 2,3,...,
m

iuu
i

y
y i N

m
== =
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2) Sample dispersions are determined: 
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3) Find the sum of the dispersion: 
2

1
m

iu D
=∑  (15)                      

4) The ratio is compiled: 

 
2
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max 2
1

N
iu

D
G

D
=

=
∑

 (16)                      

where, 2
maxD is the maximum value of the sample 

dispersion. 
If the variance is uniform, then 

max ( , 1)pG G N m< −  (17) 

where, ( , 1)pG N m −  – p is the table value of the Cokhren 
test at the significance level. 

If the sample variance is uniform, then the reflection 
variance is calculated: 

2
2 1

N
iu

reflection
D

D
N
==

∑  (18) 

The number of rates of freestyled of this variance is: 
( 1)f N m= −  (19) 

The reflection variance is used to assess the 
significance of the coefficients of the regression equation 
(8). The value of the significance level of the coefficients 
is assessed according to the student’s criteria 

j
j

j

b
t

bσ
=  (20) 

where, jb  is the jth coefficient of the regression equation, 

but 
jbσ  is the standard deviation of the jth coefficient. 

If jt  is greater than the tabular value ( )pt f for the 
chosen significance level p  and the number of degrees of 
freestyled f , the coefficient jb  differs significantly from 

zero, 
jbσ  determined by the law of accumulation of errors: 
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Insignificant coefficients are subtracted from the 
regression equation. The rest odds are recalculated. This 
process is fulfilled, because the coefficients are correlated 
with each other. 

Adequacy of the equation is checked by Fisher criteria: 
2

2
residual

reflection

D
F

D
=  (24) 
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where, 2
reflectionD  is reflection variance; 2

residualD  is residual 
variance. 

2
2 1

ˆ( )
1

N
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−
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−
∑  (25) 

If the ratio of Equation (25) exceeds the value of the 
table 1( , )pF f f , the equation is considered adequate. 

 
5. CONCLUSIONS 

As a result of research, it was found, that the 
mathematical models obtained using the results of 
experiments in all cases can characterize the relationship 
of technological factors with the indicators of accuracy and 
quality obtained as a result of processed details. It is 
clarified, that mathematical models (polynomials) 
obtained by dint of using statistical methods may be given 
as a part of Taylor series and indefinite dependencies can 
be broken down into separate parts. 

It was determined, that the number of relations must be 
equal to the number of determined coefficients in the 
compiling of regression equations. The type of regression 
equation is necessary to determine according to results of 
experiments. Researches show, that conducting 
experiments using traditional methods, i.e.by changing the 
values of only one factor and keeping constant values of 
other factors, significantly increases the probability of 
falling into a false optimum. Applying of the methods of 
multifactorial planning of experiments, vice versa, 
accelerates the determination of optimal significances of 
accuracy and quality of processed details and increase the 
reliability of obtained results.  

 
REFERENCES 

[1] V.N. Nevzorov, E.V. Sugak, “Reliability of Machines 
and Equipment”, SSTU, p. 400, Krasnoyarsk, Russia, 
1998.   
[2] A.M. Gafarov, “Rotation Point”, Science, p. 128, Baku, 
Azerbaijan, 2000.  
[3] Y.N. Hasanov, “Regulation of Tribotechnical 
Characteristics of Details Surfaces”, Science, p. 315, 
Baku, Azerbaijan, 2002.   
[4] A.Kh. Jhanahmedov, “Oil Tribology”, Science, p. 326, 
Baku, Azerbaijan, 2003.  
[5] V.A. Gafarov, “Grinding with Vibration 
Extinguishing”, Science, p. 124, Baku, Azerbaijan, 2004.  
[6] J. Amerongen, “Adaptive Steering of Ship”, Ph.D. 
Thesis, Delft University of Technology, p. 156, 
Netherlands, 2005.   
[7] P.H. Suleymanov, “Tribotechnical Characteristics of 
Machine Details, Operated in Extreme Conditions”, 
Science, p. 186, Baku, Azerbaijan, 2013.  
[8] A.A. Allahverdiev, “Automatic Method of Indexes 
Recording of Carriage Rolling Stock”, International 
Journal on Technical and Physical Problems of 
Engineering (IJTPE), Issue 7, Vol. 3, No. 2, pp. 114-118, 
June 2011. 
[9] T.H. Dostalizade, R.N. Mehdizadeh, A.V. Bannikova, 
E.T. Abdullayev, “Engineering Design Problems”, 
International Journal on Technical and Physical Problems 

of Engineering (IJTPE), Issue 18, Vol. 6, No. 1, pp.183-
186, March 2014. 
[10] H.V. Gafarzade, A.M. Gafarov, B.H. Salayev, 
“Reliability of Rescue Equipment with Continuous 
Random Values of Operating Parameters”, Herald of the 
Azerbaijan Engineering Academy, Vol. 13, No. 2, pp. 90-
97, Baku, Azerbaijan, 2020. 
[11] V.P. Monasterskiy, V.A. Morozov, E.V, 
Monasterskaya, “Experience in the Use of Computer 
Modeling of Technological Heating in the Development of 
a Soldering Regime”, Technology of Mechanical 
Engineering, No. 6, pp. 56-61, Moscow, Russia, 2020.   
[12] A.M. Gafarov, H.V. Gafarzade, F.M. Kalbiyev, 
“Research of the Forms of Faults in High-Precision Brittle 
Parts in Elastic Scattering, Assessment of Defects by 
Methods of Probability Theory and Mathematical 
Statistics”, Technology of Mechanical Engineering, No. 6, 
pp. 19-26, 2020. 
[13] A.M. Gafarov, P.H. Suleymanov, V.A. Gafarov, 
“Research of the Surface Quality of Details Processed by 
Rotary Honing and Working in Extreme Conditions”, 
Herald of the Azerbaijan Engineering Academy, No. 11, 
pp. 15-17, Baku, Azerbaijan, 2016. 
[14] Sh. Abdufattokhov, K. Ibragimova, M. Khaydarova, 
A. Abdurakhmanov, “Data-Driven Finite Horizon Control 
Based on Gaussian Processes and its Application to 
Building Climate Control”, International Journal on 
Technical and Physical Problems of Engineering (IJTPE), 
Issue 47, Vol. 13 No. 2, pp. 40-47, June 2021. 
[15] A.M. Gafarov, I.A. Khankishiev, H.V. Gafarzade, F. 
M. Kalbiev, “Influence of Rotary-Cutting Parameters on 
the Surface Quality of High-Precision Flexible Thin-
Walled Parts”, Russian Engineering Research, No. 8, pp. 
84-87, Moscow, Russia, December 2022.   

 
BIOGRAPHIES 

 
Name: Aydin 
Middle Name: Mamish 
Surname: Gafarov 
Birthday: 01.10.1946 
Birthplace: Lerik, Azerbaijan 
Master: Mechanical Engineering, 
Azerbaijan Polytechnic Institute, Baku, 

Azerbaijan, 1971 
Doctorate: Engineering Technology, Chelyabinsk State 
Technical University, Chelyabinsk, Russia, 1993 
The Last Scientific Position: Prof. Azerbaijan State 
Maritime Academy, Baku, Azerbaijan, 2016 
Research Interests: Engineering Technology, 
Tribotechnics, Reliability Theory, Quality Management 
Scientific Publications: 125 Papers, 15 Books, 10 
Textbook, 8 Monograph, 11 Patents, 83 Theses 

 
Name: Isag 
Middle Name: Abuzar 
Surname: Khankishiyev 
Birthday: 30.01.1984 
Birthplace: Lankaran, Azerbaijan 
Bachelor: Shipbuilding and Ship Repair, 



International Journal on “Technical and Physical Problems of Engineering” (IJTPE), Iss. 57, Vol. 15, No. 4, Dec. 2023 

 10 

Azerbaijan State Maritime Academy, Baku, Azerbaijan, 
2005 
Master: Shipbuilding and Marine Engineering, Azerbaijan 
State Maritime Academy, Baku, Azerbaijan, 2009 
Doctorate: Shipbuilding and Ship Repair Technology, 
Azerbaijan State Maritime Academy, Baku, Azerbaijan, 
2017 
The Last Scientific Position: Associate Prof., Azerbaijan 
State Maritime Academy, Baku, Azerbaijan, Since 2021 
Research Interests: Improvement of Structural Strength of 
Ships, Safety, Sailing Qualities, Efficiency of Production 
and Repair Technologies 
Scientific Publications: 32 Papers, 4 Books, 6 Textbook, 9 
Teaching Aids, 12 Theses 

 
Name: Hikmet 
Middle Name: Vugar 
Surname: Gafarzade 
Birthday: 14.03.1995 
Birthplace: Baku, Azerbaijan 
Bachelor: Computer Engineering, 
Azerbaijan State Oil and Industry 

University, Baku, Azerbaijan, 2016 
Master: Computer Engineering, Azerbaijan State Oil and 
Industry University, Baku, Azerbaijan, 2018 
Doctorate: Student, Shipbuilding and ship repair 
technology, Azerbaijan State Maritime Academy, Baku, 
Azerbaijan, Since 2019 
Research Interests: Construction of Mathematical Models 
of Multi-Factor Processing Operations and Technological 
Processes 
Scientific Publications: 15 Papers, 10 Theses  
 

Name: Elkhan 
Middle Name: Damir 
Surname: Mammadov 
Birthday: 30.11.1984 
Birthplace: Sumgait, Azerbaijan 
Bachelor: Shipbuilding and Ship Repair, 
Azerbaijan State Maritime Academy, 

Baku, Azerbaijan, 2005 
Master: Shipbuilding and Marine Engineering, Azerbaijan 
State Maritime Academy, Baku, Azerbaijan, 2007 
Doctorate: Shipbuilding and Ship Repair Technology, 
Azerbaijan State Maritime Acad., Baku, Azerbaijan, 2016 
The Last Scientific Position: Assoc. Prof., Azerbaijan 
State Maritime Academy, Baku, Azerbaijan, 2021 
Research Interests: Improvement of the Structural Strength 
of Ships, Safety, Sailing Qualities, Efficiency of 
Production and Repair Technologies 
Scientific Publications: 31 Papers, 2 Books, 3 Textbook, 9 
Teaching Aids, 11 Theses 

 
Name: Salim 
Middle Name: Gudrat 
Surname: Pashazade 
Birthday: 08.06.1998 
Birthplace: Jalilabad, Azerbaijan 
Bachelor: Shipbuilding and Ship Repair 
Engineering, Azerbaijan State Maritime 

Academy, Baku, Azerbaijan, 2019 
Master: Marine Technic and Technological Engineering, 
Azerbaijan State Maritime Academy, Baku, Azerbaijan, 
2021 
Doctorate: Student, Shipbuilding and ship repair 
technology, Azerbaijan State Maritime Academy, Baku, 
Azerbaijan, Since 2022 
The Last Scientific Position: Researcher, Azerbaijan State 
Maritime Academy, Baku, Azerbaijan, Since 2021  
Research Interests: Problems of Water Transport  
Scientific Publications: 5 Papers, 6 Theses 

 


