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Abstract- Creating a method and simulating video 
information compression is one of the today’s most 
urgent tasks, especially given a number of shortcomings 
inherent in the existing algorithms. For example, the 
creators of the H.264 format sought to improve 
compression. The use of the MPEG-4 Visual format is 
focused on optimizing variability by moving to a subject 
matter that has the necessary flexibility. For this reason, 
the mentioned formats are based on completely different 
principles that provide the ability to compress video 
information. In turn, this feature has some disadvantages 
that need to be overcome in the framework of this 
research. The improvement of techniques that allow 
compression of various video sequences based on a 
combination of the proposed ordered chains of operations 
expresses the purpose of this study. Next, this research 
will involve an ordered chain of operations to create 
separation masks, and an ordered chain of operations to 
provide interpolation of incoming pulse reports. The 
proposed ordered chains of operations improve the 
quality of the reconstructed video sequence. In addition, 
the computational complexity will increase slightly, but it 
will be possible to increase the compression, slightly 
reducing the quality. Successful simulation of the video 
information codec makes it possible to modify the 
technique for compressing a video sequence, increasing 
the compression ratio, improving the quality level of the 
reconstructed video sequence, and optimizing the 
replacement of motions without resorting to an increase 
in the boundary level of calculations. 
 
Keywords: Compression Technique, Compression Index, 
Motion Compensation. 
 

1. INTRODUCTION                                                                         
A broad spectrum of electric machines is widely used 

in electromechanical systems. In addition to the required. 
Information and computer systems are characterized by 
the active use of multimedia technologies [1]. For this 
reason, there is a need to create methods, and ordered 
chains of operations that provide compression of any 
digital video image and video stream, based on the 
transformation of each class of images that are 
characterized by information redundancy [2]. The 
constantly increasing complexity of calculations that 
provide algorithms for converting video sequences, and a 

significant level of costs associated with storing 
information require significant computing resources [3]. 

The use of video compression allows the use of 
various digital video formats in transmission media that 
are incapable of supporting uncompressed video images, 
and optimizing the use of any high-speed communication 
means to transmit the required high-resolution video 
stream, including the possibility of parallel transmission 
of a large number of video streams high quality data [4]. 

The existing developments for processing video 
information are based mainly on compression techniques 
[5]. At the same time, in this case, some losses are 
observed due to the transmission of the main frame (I-
frame), which is compressed with respect to volume 
coordinates. There are also some frames that are 
compressed relative to spatial and temporal coordinates, 
and their number will determine the level of compression 
of any video sequence. Developers must consider the 
specifics, or the vision of such an option for presenting 
information by the human eye [6]. At present, the 
redundancy of the reference frame has been eliminated 
one way or another. At the same time, such a problem of 
reference frames does not yet have any definite solution 
[7]. This trend is based on the evaluation of all available 
methods for video information compression. Nowadays, a 
researcher can operate with several formats that provide 
compression of video information. Such standards 
formed the basis of the predominant part of the schemes 
that provide encoding and decoding. Thus, H.264 and 
MPEG-4 Visual deserve special attention; these formats 
were created owing to the efforts of specialists from all 
over the globe [8]. This trend is based on the evaluation 
of all available methods for video information 
compression. Nowadays, a researcher can operate with 
several formats that provide compression of video 
information. Such standards formed the basis of the 
predominant part of the schemes that provide encoding 
and decoding. Thus, H.264 and MPEG-4 Visual deserve 
special attention; these formats were created owing to the 
efforts of specialists from all over the globe [9]. 

The vectors that describe the motion of any individual 
pixels, and their sets form the basis for the encoding each 
reference frame. Moreover, the degree of performance of 
ordered chains of operations providing elimination of 
temporal redundancy can be optimized by improving the 
ordered chains of operations that provide encoding. This 
issue is considered in our research. 
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2. LITERATURE REVIEW 
Before dwelling on any complex capable of 

performing image chain processing, it is necessary to 
define terms such as spatial and temporal image chain. 
These definitions are best illustrated by the following 
example. We have a certain sensor that in three-
dimensional space can record information about changes 
in the surrounding space. Further, using this information, 
images are created that are formed in certain sequences. It 
makes sense to represent this set, covering all frames, 
with the dependence of brightness I(x,y,t), here х and y 
are coordinates belonging to the image, t is a coordinate 
relative to the time axis. Using this approach will help to 
demonstrate the nature and behavior of any temporal 
image chains. 

Suppose that the sensor can be moved and is able to 
rotate in three dimensions. It should also be considered 
that even if the sensor rotates around its axis, this will not 
affect the resulting image that it will broadcast. Assuming 
the existence of a chain that has no end, such sensors can 
cover every possible configuration that it can take. With 
regard to these assumptions, any image is worth 
displaying as a unit of an image chain. After some time, a 
group of these images will be able to create a space that 
includes all available images. In this case, we will 
observe a transition to a dependence consisting of 4 main 
points, or coordinates I(x,y,t,𝑠𝑠), here the 5D vector 𝑠𝑠 
secures the location of the sensor at any point of three-
dimensional space. In other words: 𝑠𝑠 ( , , , , )x y z β γ= , 
here, certain coordinates help fix the location of the base 
point of our sensor, and the angle of its location relative 
to the considered axis. It is worth regarding the fact that 
x, y, and t are dependencies of the vector 𝑠𝑠. The use of 
this model, which best describes the behavior of the 
subject of evaluation, makes the processing of video 
information more difficult. Consequently, simplified time 
models are more common in the study of this issue. In 
this case, spaces covering all images will be created as a 
generality of temporal chains of images that are captured 
by sensors, in each of all possible 3D positions. 

At the same time, it is worth considering the existence 
of differences between the chain of images, and the video 
sequence. The video sequence is only the observed 
fragment of the electromagnetic spectrum. While 
considering a chain of images, this limitation is not 
provided [10]. Consequently, the width of the range of 
image chains will be greater than that of video sequences; 
however, if we evaluate the visible part of the spectrum, 
there are simply no differences between these definitions. 

Any of the frames that form a regular video scene is a 
kind of grid. The values of any sample in its nodes are 
characterized by a sufficiently high level of 
interconnection. Therefore, the compression of its initial 
form is aggravated by additional complexities associated 
with the computation. Ordered chains of operations that 
provide video information compression apply the 
specifics of processing initial information, for example, 
the redundancy of data, how smoothly it changes, and the 

specifics of seeing reality with the human eye, in other 
words, the low degree of sensitivity of human eyes to 
slight distortion during image reconstruction. The latter is 
often used in algorithms that provide compression, 
usually due to a certain percentage of loss in quality [11]. 

Discussing the specifics of a person’s vision of the 
surrounding reality, the color planes of any images will 
be characterized by some excess. This is called 
“redundancy of color spaces”. In fact, vision is largely 
determined by the brightness of the picture. For example, 
let us replace RGB with YUV with thinning of several 
components. This replacement opens up the prospect of 
using digital video formats in an environment that does 
not support uncompressed video formats [12]. In 
addition, the use of video compression optimizes the use 
of high-speed communication channels for the high-
resolution video stream transmission, and is also used for 
parallel transmission of a small amount of video 
information with a high stream quality. Richardson 
believes that compressing video sequences will be a 
problem for quite long time to come [13]. 

 
3. METHODS AND EXPERIMENT 

EFFECTIVENESS 
The exclusion of temporal redundancy is based on the 

hypothesis that in a short time interval, which 
corresponds to two or three frames, the objects that are 
part of the video scene will not change significantly. For 
this reason, a pixel-by-pixel difference in both frames 
should not be considered, even regarding the fact that the 
use of compression of the mentioned difference will to 
some extent limit the ordered chain of operations for 
decompression and compression, but this principle is 
applied in most algorithms that provide compression of 
video information. However, the redundancy of each 
color plane is caused by the fact that the human eye will 
primarily perceive the pixel brightness level. The 
compression process using a video sequence compressor 
is of interest (Figure 1) [14]. 

In this case, it is worth designating such categories as 
spatial and temporal models. The second option aims to 
reduce temporal redundancy. At the same time, the first 
option operates with the similarity of neighboring frame 
samples, using the reduction of spatial redundancy. 

The start of encoding is determined by the fact that 
incoming frames from color representations are converted 
into color difference ones. For example, the RGB color 
representation of pixels can be represented by three 
components, which indicate the interdependence of the 
three basic components that determine visible light. The 
color representation of YCbCr, and its derivatives (YCC 
YIQ, YUV,) are based on the brightness index that the 
human eye can perceive. Because of the representation 
thus obtained, sampling is performed to increase 
compression. In other words, the minimum resolution of 
components is applied, except for such a component as 
brightness. 
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Figure 1. Schematic representation of the method for video sequence compression [14] 
 

Any video series is pre-processed. A whole cascade of 
filters deprives this chain of irrelevant details. This 
procedure makes it possible to increase compression, 
eliminate the negative components of high frequencies, 
and a number of fast camera movements. Often, in 
parallel with the methods for primary transformation at 
the stage when the decoding of the encoded signals is 
performed, to optimize the reconstructed frames, 
cascades of filters are used that provide post-processing. 
The specificity of the functioning of these cascades is 
covered in [15-17]. Then all stages of gamma correction 
are implemented. Since a person sees changes in 
brightness non-linearly, it is necessary to scale pixel 
brightness using a power law. 

If we assume the simplest case, when the next frame 
is compressed, it ends up on the input channel of the 
converter. Due to the input stream of the transducers, it is 
possible to make several samples of the initial pulse. 
Therefore, on the output channel, we will obtain the 
indicators of the pulse decomposition relative to the basis. 
In the opposite case, we will be dealing with a different 
type of frame; for this a different variant of estimating 
and compensating for motion will be involved, and only 
then the transformation will be performed. At this stage, 
information about frames in a different coordinate plane 
is displayed. This plane is called the transformation plane 
[18-20]. 

There are several types of pulse converters [21], 
regarding: 
1) time 
2) frequency, and frequency and time 
3) qualities, or characteristics of the impulse 

The basic techniques for coding by transformations 
are divided into a coding variant that does not provide for 
predictions, and a truncated block coding variant [22], a 
coding method that provides prediction [23] and delta 
modulation [19]. The pulse code modulation (PCM) 
variant assumes that the compression will be performed 
by sampling the amplitudes of the components. At the 
same time, the block truncation coding (BTC) is based on 
splitting the pulse into several blocks in order to select 
two levels of the pulse, which will allow encoding each 

of these blocks. The disadvantage of both variants (the 
BTC and the PCM) is a clearly insufficient level of 
redundancy exclusion. 

The potential differential pulse code modulation 
(DPCM) that is applied by the AAC format is based on 
the transformation of the differences obtained between 
each of its samples, which is distributed linearly. The 
basic methods for encoding by means of transformation 
by modeling the initial pulse, include the variant of 
fractal compression [24], the variant of geometric 
approximation, etc. These methods for evaluating a frame 
to establish its key qualities, or characteristics, are 
characterized by significant computational complexity. 
The video sequence that has undergone transformation is 
at the quantizer input.  

Ordered chains of operations that ensure the 
discretization of each pulse sample are: 
- Scalar [25] 
- Vector 
- Grid ones 

The variant, expressed as a single number, assumes 
that any pulse sample will be split into sample spacings. 
The simplest option implies that values, which appear in 
the “dead zone” will be rounded to zero values. In the 
course of sampling, the value of any samples will be 
replaced by the number of the interval in which they 
appear. When considering the decoding option, the 
numbers will change to centroids – the averaged values of 
each pulse report on any interval. Such sampling may be 
applied to reduce the fidelity of each image upon 
completion of encoding with the transformation. 

With vector sampling, the initial pulse is split into 
several rectangular parts. Then these parts are combined 
regarding their similarities, and some other 
characteristics. After that, for such a combination, an 
averaged area is set, which is placed in a certain cell of 
the dictionary table. When decoding is performed, each 
span will be replaced by certain dictionary coefficients. If 
uniform pulse distortion is observed, this ordered chain of 
operations will reduce the relationship of pulses relative 
to scalar ordered chains of operations. At the same time, 
this process is characterized by a significant 

Spatial model 

Direct 
transformation Quantizer Color  
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Motion evaluation and 
compensation unit Reverse 

transformation Dequantizer 
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output stream 

Entropy encoder 



International Journal on “Technical and Physical Problems of Engineering” (IJTPE), Iss. 57, Vol. 15, No. 4, Dec. 2023 

37 

computational complexity of creating a dictionary, which 
is a serious factor hindering the use of this method. But 
considering the specifics of compression, it is possible to 
use the dictionaries of previous images to create new 
ones, which helps simplify this operation. The 
disadvantages that are inherent in vector sampling include 
the need to broadcast simultaneously code books with 
encoded messages. 

The possibilities of the grid quantizer are of interest. 
It is a derivative of vector quantizers, but has all the 
qualities and characteristics of scalar quantizers. The 
coefficients of the sample values will depend on the 
values of several nearby samples, and their calculation 
will be carried out on the basis of a set rule. Upon 
completion of the sampling, the indicators are 
redistributed among the classes including elements whose 
values are greater than zero. The best scan sequence will 
depend on the distributions of indicators whose values are 
greater than zero. For example, for standard blocks of 
images, the normal scanning sequence can be expressed 
as a zigzag when the scanning starts in the upper left 
region. The motion evaluation and replenishment reduce 
the level of interrelationships between samples.  

This feature opens up the possibility of compressing a 
chain of images relative to the initial video frame. These 
models mainly use ordered chains of operations that 
provide coding involving prediction. At the same time, 
encoders predict based only on previous or future frames, 
from which the current area is subtracted. This option is 
called forecasting from current areas. The characteristics 
of various models are fed to entropy encoders. The 
received information can be in the form of markers, and 
headers. Further, when video sequences pass through 
entropy encoders, these chains are subjected to element-
by-element compression. This possibility appears due to 
the use of data on the occurrence of individual chains of 
signs. The main types of coding are arithmetic coding, 
and a number of modified codes of variable length, 
proposed by Huffman [26]. 

 
3.1. Creating a Video Codec Model 

Currently, researchers have a set of ordered chains of 
operations that provide compression of video sequences 
that are described by video compression formats, which 
form a base for almost all encoding and decoding 
schemes. Evaluation of common methods for efficient 
compression of video sequences reveals several 
interesting patterns. Thus, the MPEG-4 Visual format 
was developed for high variability; however, at present, 
only some features of this format are used in practice. In 
addition, there is a relatively low ability to reduce the 
averaged information flow densities. The blocking 
effects, supplemented by high levels of video information 
compression, should be attributed to the disadvantages of 
this format. At the same time, it is especially difficult to 
determine exactly the forms of the object, with respect to 
which prediction is performed in ordinary video scenes. 

 

The H.264 format can be described as non-variable. 
For this reason, it has a high level of compression against 
the background of acceptable quality. The format requires 
the use of a professional camera, significant calculations, 
and a royalty. Regarding the advantages of segmented 
motion compensation, the creators of this format do not 
consider the data characterizing the commonality of the 
blocks united by the frame [27]. The key performance 
indicators of VP8 cannot match the potential of H.264. In 
fact, the capabilities of this video compressor are still 
being developed and require the use of special ordered 
chains of operations. 

This research proposes a method for compressing 
video information, based on a combination of created 
ordered chains of operations, as shown in Figures 2 and 
3. Incoming video streams appear on the input channel of 
the created model. If this is not the case, the frames will 
be reference, and temporal models will be involved, after 
which the video streams will be combined in the form of 
a combination of the residual frame and the vector 
describing the motion. The possibilities of entropy coding 
are manifested due to the group of modified codes of 
variable length proposed by Huffman [26]. In this case, 
the dotted arrow shows the relationship between this 
block and the spatial and temporal models. Let us dwell 
on the key components of the created method. 

 
3.2. Temporal Models 

In this case, the forecast can be made by: 
1. Intraframe (intra) prediction 
2. Interframe (inter) prediction 

When considering intra forecasts, the magnitudes of 
the pulse samples are predicted relative to the values of 
adjacent samples. When considering inter forecasts, the 
prediction is made due to the coding of frames using an 
ordered chain of operations Pol. Any residual frame 
appears in the device performing the selection, where the 
total prediction error is analyzed, relative to the output of 
all modes, as the sum of the values of each residual frame 
sample. The result regarding any frames is fed to the 
decoder. If the frames belong to a group of frames of a 
separate forecast, then they are transmitted to the input 
channel of the considered model. 
 
3.2.1. Operation of the Pol Algorithm 

An ordered chain of Pol operations was created, 
enabling to form a separation mask. The appearance of 
this ordered chain of operations is shown in Figure 4. The 
functioning of this ordered chain of operations is based 
on the “non-merging” of interests with respect to a 
conditional boundary characterized by a width equal to 
one pixel.  

By arranging lines limited in length, boundary lines 
and areas that have any brightness differences are 
distinguished. It was proposed to build the execution of 
an ordered chain of operations regarding a frame with a 
reduced resolution to optimize the chain complexity. This 
option, which is confirmed by the study, does not actually 
affect the quality of splitting. 
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Figure 2. Encoder model schematic 
 

 
 

Figure 3. Decoder model schematic 
 

3.2.2. Evaluation of Each Split Algorithm 
Today, there are several approaches that make it 

possible to segment the frames of video sequences. Thus, 
segmentation can be based on: 
1) fixed size block matching (FSBM) [28] 
2) variable size block matching (VSBM) [29] 

Evaluation of the segmentation conducted using 
blocks of a certain size shows that all frames of the video 
sequence are divided into a certain number of blocks.  

For them, a reference frame of the block is selected, 
which corresponds to the initial blocks, occupying a 
certain area, which corresponds to the largest offset 
applied by the encoder. The standard block configuration 
corresponds to 16×16 pixels. In this case, the largest 
offset can be characterized by a value of ±64 pixels. The 
selection of the optimal variation demonstrates a small 
forecast error. 
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Figure 4. Schematic representation of the sequence of stages in the functioning of an ordered chain of Pol operations 
 

Acceptable compliance during the matching process 
ensures good prediction accuracy. However, if this is not 
the case, any modernization of this forecasting method 
will increase the price for transmitting motion vectors. To 
obtain an acceptable matching performance using this 
ordered chain of operations, it is necessary for any block 
to pass through such a scheme. It is also necessary for it 
to be characterized by a relatively small shift, which 
would not overlap objects in the image, characterized by 
the presence of several degrees of freedom. Considering 
all shortcomings of the ordered chain of FSBM 
operations mentioned above, several methods are 
proposed that can modernize it by flexible changing the 
configuration of each block to display changes in any part 
of the images with greater accuracy. This method is 
referred to as motion compensation because of using 
variable size blocks (VSBM). 

As a result of researching an ordered chain of VSBM 
operations, and improved chains of VSBM operations by 
selecting a key pixel and grouping a vector, relative to the 
direction of motion, several functions were obtained: 
• The highest value of signals/noise relative to all 
configurations of the block under consideration.  
• RD is a characteristic demonstrating the degree of pulse 
change (peak signal-to-noise ratio, PSNR) relative to the 
indicator that describes the compression (R(D)).  
• The complexity of computing and ordered chain of 
operations (Q), which is measured by the average number 
of base operations (BO) to blocks, relative to the list of 
all its configurations. 

With regard to the tested chain, shown in Figure 5a, 
we observe the function of the PSNR value to the plane £. 
The dimensions of the plane will increase, and any 
increase will have a step d, relative to any side.  

Figure 5b shows the computational complexity of an 
ordered chain of operations Q with respect to S and d. 
Figure 5c shows the R(D) function. 

The created ordered chain of operations showed better 
performance than the known ordered chains of 
operations, and VSBM. Moreover, this refers precisely to 
the quality of the reconstructed video sequence and the 
level of compression, while the complexity of the 
calculations remained virtually unchanged. 

Using this ordered chain of operations makes it 
possible to: 
1) improve the quality of the reconstructed video 
sequence by 18-22%. Undoubtedly, the computational 
complexity will increase insignificantly due to the 
improvement of this chain of operations to eliminate the 
aperture problem; 
2) optimize compression by 7-9% relative to known 
ordered chains of operations with similar computational 
complexity; 
3) apply various manipulations to the video stream data 
without alpha masks. 
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(b) 

 

 
(c) 

 

Figure 5. Schematic representation of the function for ordered chains of 
the split operations VSBM+Pol+MPO; VSBM+VJ+MPO, and an 

ordered chain of VSBM operations 
 
3.3. Operation of the Spatial Model 

In this model, the pulse is on the input channel of the 
encoder, then each pulse sample is interpolated using the 
proposed ordered chain of operations. Redistribution is 
performed using zigzag scanning, sampling is performed 
by an ordered chain of code sampling operations, which 
is a kind of grid sampling, where a reliability vector is 
applied to each bit plane of frames. 

 
3.3.1. Determining an Ordered Chain of Operations 
by Inserting Pulse Samples 

In addition to the main ordered chains of operations 
that provide interpolation, several ordered chains of 
operations based on flexible pulse interpolation were 
created (Figure 6). Such an ordered chain of operations 
functions as follows: each indicator of the main sample 
corresponds to a single dependence: 

0 [ (2 , 2 ) (2 2.2 2)](2 1.2 1)
2

f m n f m nf m n + + +
+ + =  (1) 

1(2 1.2 1)
[ (2 ,2 ) (2 2.2 ) (2 ,2 2) (2 2.2 2)]

4

f m n
f m n f m n f m n f m n

+ + =
+ + + + + + +

=
 (2) 

2 [ (2 2.2 ) (2 ,2 2)](2 1.2 1)
2

f m n f m nf m n + + +
+ + =  (3) 

 

 
 

Figure 6. Schematic representation of the flexible interpolation of the 
main sample, here о is a reference sample, с: basic sample, and the 

remaining ones are extreme samples 
 

Dependency matching will consider the characteristic: 
(2 1.2 1) (2 ,2 ) (2 2.2 2)

(2 ,2 2) (2 2.2 )

m n f m n f m n

f m n f m n

µ + + = − + + −

− + − +
 (4) 

Based on the values α1 and α2 of the decision rules 
that determine the indices of interpolating dependencies 
relative to the value of this characteristic: 

1

1 2

2

0 ,  
(2 1, 2 1) 1 ,  

2 ,  
f m n

µ α
α µ α
µ α

< 
 + + = ≤ ≤ 
 > 

 (5) 

The need for complex training helping to find these 
characteristics is the disadvantage of this ordered 
sequence of operations. At the same time, the values of 
the decision rules are matched, regarding the reduction of 
the averaged errors: 

1 2
( , ) ,

( , ) ( , ) minm n I f m n f m n
α α∈

′ − →∑  (6) 

where, I is a series of coefficients corresponding to each 
reference sample. 

Schematic representation of the created ordered chain 
of operations is shown in Figure 7. Considering the 
specifics of video information processing and aiming to 
minimize the complexity of calculations, we proposed to 
report the numbers of interpolating dependencies to each 
block as a two-bit code, which is determined during 
encoding. An ordered chain of operations that provides 
interpolation using flexible kernel sizes is a recursive 
ordered chain of operations. In it, all basic, main, and 
extreme samples will be calculated by a flexible ordered 
chain of operations. Furthermore, the direction of the 
forecast will be set for the entire block, regarding the 
decrease in averaged errors. Then they are assigned code 
words having a length of two bits - for each of the blocks. 

We proposed to create an interpolation residual only 
for the reference frame. In this case, the shooting frames 
should be converted to zero. It is important to consider 
that blocks with different configurations, which are 
obtained during the estimation, and the motion 
compensation, must use certain interpolation kernels. 
Their use will provide necessary compatibility in process 
of joining several blocks characterized by different sizes. 

 
3.3.2. Evaluation of an Ordered Chain of Operations 
Providing Pulse Sample Interpolation 

By carefully evaluating the ordered chains of 
operations that provide interpolation, as shown in Figure 
8, the best compression was confirmed, even regarding a 
slight decrease in the quality of the reconstructed video 
sequence. 
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Figure 7. Schematic representation of interpolation with flexible kernel sizes: 1: 2×2; 2: 4×4; 3: 8×8; 4: 16×16; 5: 32×32 
 

 
(a) 

 
(b) 

 
(c) 

 

Figure 8. Schematic representation of function for ordered chains of 
operations that provide interpolation of flexible base samples, of VSBM 

without interpolation, regarding the flexible kernel size 

Finally: 
• Pulse matching opens up the prospect of blocking 
reduction. 
• It becomes possible to increase the level of video 
sequence compression by 18-22% using ordered chains of 
operations that provide interpolation of pulse samples. 
• The created ordered chain of operations, which 
provides interpolation of pulse samples, enables to 
increase the compression level by 28-30%. 

 
3.3.3. Motion Analyzer 

If the frames in their group are static, only the 
reference frames can be transmitted to the decoder. The 
remaining frames will be restored by duplication by the 
decoder. But if the frames in their group are characterized 
by dynamism, it is necessary to apply a two-dimensional 
ordered chain of operations. We propose to use a device 
that performs motion analysis. Its functioning can be 
described by the relation: 

1 1 2 1

2 2

static ,  if and
dynamic,if
otherwise of overage motion

M T M T
cube M T

< < 
 = > 
 
 

 (7) 

where, T1 and T2 are the threshold values of the device 
that performs motion analysis, they are defined as 
follows: 

1 1 1 1 1max( (0,0), (0, ), ( ,0), ( , ))
2 2 2 2
M N N MM m m m m=  (8) 

1 2 2 2 2max( (0,0), (0, ), ( ,0), ( , ))
2 2 2 2
M N N MM m m m m=  (9) 

11 221 [0... 1]
( , ) max ( , ,7) ( , , )

MN ba
u a v bt P

m a b c u v c u v t
+ −+ −

= =∈ −
′= −∑ ∑  (10) 

11 222 [0... 1]
( , ) max ( , ,0) ( , , )

MN ba
x a y bt P

m a b c u v c u v t
+ −+ −

= =∈ −
= −∑ ∑  (11) 

where, с, and c′  are the pixel brightness values recorded 
on the current and previous frames. 

The current encoding analysis (AC) device has many 
useful functions. With regard to the threshold values 
corresponding to 4, and 14, 2D or 3D models are 
matched. At the same time, several auxiliary thresholds 
Т3, and Т4 can be involved. In this case, the formation of 
the encoding analyzer will consider the requirement (5). 
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Figure 9. The interaction schematic 

 
3.4. Evaluation of Codec Software 

Several Visual C++ tools were developed and created. 
The order of their functioning is shown in Figure 9. The 
use of these software tools opens the possibility of: 
1) selecting key coding characteristics; 
2) visualizing the results of evaluation, and motion 
compensation by frames; 
3) evaluating key compression characteristics; 
4) performing video sequence compression relative to the 
specified list of characteristics. 

 
4. EVALUATION OF THE RESULTS 

Each result of the operation of the proposed method 
for compressing video sequences is shown in Figures 10, 
11, and 12. At the same time, the functions describe two 
extreme cases with respect to the chain, characterized by 
minimum (min) and maximum (max) dynamism. 

A number of created software tools were applied to 
compress and reconstruct artificial and conventional 
video sequences. 

 
 

 
(a) 

 
(b) 

 

Figure 10. Schematic representation of the function of the compression 
index (a) and bitrate (b) relative to the quality level of the reconstructed 

video sequence as applicable to the Н.264 codec (ffmpeg) 
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a) 

 
(b) 

 

Figure 11. Schematic representation of the function of the compression 
index (a) and bitrate (b) relative to the quality level of the reconstructed 

video sequence as applicable to the VP8 codec (WebM) 
 

 
(a) 

 
(b) 

 

Figure 12. Schematic representation of the function of the compression 
index (a), and the bitrate (b) relative to the quality level of the 

reconstructed video sequence as applicable to the created method 
(RubiRum) 

5. CONCLUSION 
The main scientific result of the research is the 

modernization of methods for compressing artificial and 
conventional video sequences. This development 
provides an increase in the compression rate, improves 
the quality of the reconstructed video series, with regard 
to an acceptable level of calculations. Finally, this can be 
considered as a solution to several urgent scientific and 
technical problems in the field of telecommunications. 
1. A method was created for compressing video 
sequences, based on a combination of several ordered 
chains of operations. The method allows to improve the 
quality indicators of the reconstructed video sequence by 
4-5%, its compression level by 28-32% relative to the 
VP8 technique, reduce the bitrate by 28-32%, and also 
reduce the total cost of computing by 18-22%. 
2. The research results show that the efficiency of the 
created video in some respects exceeds the capabilities of 
the video compressor, made considering the H.264 
format. 
3. Several software tools were created to implement the 
proposed methodology. A number of experiments were 
conducted, during which images with different 
informational meanings were compressed. 

The results of the conducted research show that the 
created video compression method demonstrates a 
number of the best quality indicators and compression 
level relative to VP8. However, it is not symmetrical. The 
time required to perform decompression is lower than the 
cost to compress an image. Thus, this video compression 
method can be recommended for use in digital television, 
and in video databases. 
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