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Abstract- Virtualization is the key enabler to manage 
various aspects of cloud and fog computing. Cloud needs 
to send all the data that is generated by billions of 
Internets of Things (IoTs) devices to distant data centers 
which makes the data handling very challenging. Fog 
computing is outspreading cloud computing by 
transporting data and computation on the edge of 
networks with reduced latency and bandwidth. It is quite 
difficult to fulfil on demand data processing requests of 
multiple IoTs for real time applications. To address this 
requirement, there is need to provide small cloud 
infrastructure viz. fog computing nearer to the IoTs users. 
The performance of fog infrastructure is dependent on 
how efficiently the workloads are managed and executed. 
Virtual Machine (VM) migration is the key technology to 
manage fog environment efficiently. With this paper, the 
improved pre-copy based VM migration is proposed 
using Deep Reinforcement Learning (DRL) to improve 
the prediction accuracy and hence the performance of 
fog environment. The simulation results outperformed 
existing algorithms for different workloads for VM 
migration. 
 
Keywords: Fog Computing, Cloud Computing, Total 
Migration Time, Downtime, Deep Reinforcement 
Learning (DRL), Support Vector Regression (SVR). 

 
1. INTRODUCTION 

Today’s era of computing can serve the computation 
efficiently on demand with the help of cloud computing. 
The basics of cloud computing provide computing for 
networks, servers and storage at extensive scale [1-3]. 
The core technology of the cloud computing is the 
virtualization, which enables multiple instances called 
virtual machines (VMs) with different operating systems 
to run simultaneously. The hypervisor/Virtual Machine 
Monitor (VMM) is a middleware that creates, executes 
and manages VMs. There are two types of hypervisors: 

Type1 and Type2. VMs can be transferred between 
physical hosts using VM migration where service scan 
be available without delay. The migration of a VMs is 
useful for fault tolerance, energy efficiency, load 
balancing, etc. of datacenter. 

Infrastructure as a service in cloud is a higher level 
abstraction of existing hardware. Users can use that 
infrastructure in pay-per-use model in the form of virtual 
machines at any point. No one is aware about cloud 
infrastructure for privileged activities and user can 
perform various cloud servicers for deployment and 
storage. The fog computing is developed between cloud 
and edge architectures and it works for end-to-end IoTs 
applications by providing services like storage, 
computation and networking [4]. The fog is considered to 
be the cloud extension for services nearby to the 
customer. The fog is implemented with heterogeneous 
nodes on the Internet, and it provides layered architecture 
to merge people, things and services for any application to 
perform. 

VMs runs on physical host with CPU, storage, virtual 
memory, networks using hypervisor and the VM 
migration can transfer resources from one host to 
another. The Xen [5] is type-1 hypervisor which can 
impart services for hardware to assist multiple operating 
systems to run concurrently. The architecture of fog has 
three major components as follows: 
• Cloud based data framework 
• Fog data central system 
• Sensors management system 

The data collection system includes data storage, data 
acquisition units, and data access. At the initial phase, 
data is                gathered from various sources and stored at cloud 
data center.   As per Figure 1, The data center is built by 
various network components, software, and data storage. 
The computational power can be scaled up and down as 
and when required for cloud. The fog data central system 
contains all available fog nodes managing services for 
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various IoTs devices. The combination of both cloud and 
fog architecture is the primary aspect to deal with smarter 
access to applications through VM migration. 
Traditionally, Fog nodes gets connected with access 
points of wireless networks to provide fast computation 
with lower latencies and throughputs compare to cloud 
data center. In fog environment, services are not required 
most of the time to write in disk because of the nature of 
fog services which are non-persistent and time critical 
activities. It is observed that fog computing can provide 
services for runtime environment and that is migrated to 
destination for execution of services. 

The fog computing [4] is designed based on the 
content delivery network and it has tremendous support 
for various applications. The existing techniques [7, 8] 
are unable to provide an optimal accuracy for the 
prediction of dirty pages with pre-copy approach. Our 
proposed work is implemented based on DRL 
prediction model and it is compared with existing SVR 
prediction model using time series analysis. In the 
remaining sections, background, related work and 
proposed fog migration prediction model are 
discussed. At the end of this paper, the simulation results 
followed by comparison and concluding remarks are 
presented. 

 

 
 

Figure 1. Architecture for Fog Computing using Cloud Datacenter 
 

2. RELATED WORK 
The main use of pre-copy migration [10], [11] is to 

reduce the downtime. Pre-copy is able to minimize 
number of iterations through managing Working Window 
Size (WWS) [12]. The downtime can be increased when 
iterations are going to complete at early stage. During 
post-copy-based mechanism, memory is transferred 
after the process state and pages are able to manage 
whenever required [10], [12], [13]. Authors in [14] 
represent a novel three-stage memory based VM 
migration algorithm. Existing pre-copy based VM 
migration approaches [10], [11], [14] are implemented 
to copy iteratively redundant memory pages. In post-
copy-based algorithm, the problem of page fault is 
occurred and hence the performance can be degraded. In 
[15], two methods viz. freeing page cache pages and 
stunning rogue processes are used. The shadow page 
table mechanism of Xen is able to find accurate WWS to 
track dirty pages. In [16], a combined splay tree 
algorithm and Least Recently Used (LRU) cache and is 
implemented and tested with different workloads. This 
approach is abel to reduce both total data transferred and 
total migration            time. 

The optimized mechanism for migration [17] is 
designed with probability prediction algorithm. The dirty 
pages prediction is measured using accurate working set 
to reduce the retrains-mission of dirty pages. The Markov 
model is used to measure number of dirty pages and the 

probability of pages get dirtied again. The rate of dirty 
pages is the primary part to improve the basic pre-copy 
algorithm. In pre-copy approach with time series [18], 
pages which are modified in past and prediction can be 
performed accurately for dirty pages. This approach 
outperformed basic Xen’s pre-copy in terms of 
migration time, down time, number of iterations, and 
pages transferred. The final stop-and-copy phase is started 
when threshold value for number of iterations is reached 
or threshold value for total dirty pages is also reached. In 
paper [18], pre-copy wity K/N time-series is discussed to 
ignore unwanted transfer of high dirty pages. The 
memory and CPU state data are used to transfer in this 
algorithm. The major limitation of this algorithm is that it 
is difficult to identify dirty pages based on page access 
mechanism. 

For VM migration, a smart migration of pre-copy is 
presented to overcome the problem of system failure due 
to malicious attack on VMs or system failure. Using [19], 
downtime is estimated by each iteration competes and 
that can provide the information about to get starting 
stop-and-copy stage for failure or an attack with fog 
computing system. The paper [20] discusses resource 
allocation in fog computing for users’ mobility to 
consider new simulation tool named MyiFogSim which is 
an extension of iFogSim. The user can be accessed 
with one hop distance in fog system and migration of 
VMs can be decided using user’s location. The data 
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accessed by the user is also considered for migration of 
VMs. The policy for VMs migration is to be implemented 
with reduced latency and service downtime amongst fog 
nodes. 

The container is lightweight and suitable for IoTs 
enabled applications. When cloudlets are having more 
data to transfer at that time, the VM is the key factor to 
execute and used for user devices to execute the required 
data for fog computing servers. The cost of data 
offloading in fog computing is sometimes costlier than 
the communication/migration cost. In the era of machine 
learning, the complexity of real data can be handled by 
various techniques. In this paper, we focused on live 
migration logs for our comparison in fog computing 
using two different methods i.e. SVR and DRL. We 
compared our results based on these models and proved 
that the deep reinforcement learning based method can 
give best accuracy for dirty pages prediction. 

 
3. TECHNIQUES OF LIVE VM MIGRATION IN 

FOG ENVIRONMENT 
In previous section, we have discussed the types 

of virtualizations and the working of on-demand self-
service in cloud computing. The Figure 2 shows the 
live migration in fog computing with user movement. If 
user moves from one location to another, the services 
are available smoothly using VM migration in fog 
computing. Another scenario is discussed in Figure 3, in 
which the device is able to update the services when VM 
migration occurs and the second fog node is able to 
acknowledge the services during migration process. Live 
migration [21] enables the smooth transition without 
experiencing delay from host to destination for any 
running VM. In seamless migration process, the 
downtime is not noticeable. The recent state is available 
in the pre-copy while at the time of post-copy algorithm, 
the recent state is distributed between source and 
destination. The      main difference between these two 
techniques is that the VM can be removed by pre-copy but 
the post-copy is not able to recover the VM. 

The running state of the VM, virtual or storage disks, 
and                   existing client connections are the major activities of 
Xen hypervisor. The blocks which are updated during 
migration are recopied again. The stop-and-copy 
condition of Xen hyervisor is begun when the hypervisor 
is able to start the final iteration to copy remaining 
memory pages [15]. 

The VM Migration between two hosts performs 
following steps [15]: 
• Step 1: pre-migration stage - Used for guaranteed 
migration of resources where destination host is to be 
chosen. 
• Step 2: reservation stage - migration is being started 
with registered resources. 
• Step 3: iterative pre-copy phase - until last iteration, 
memory pages are copied iteratively.  
• Step 4: stop and copy phase - fix dirty pages are copied 
after VM is stopped and the destination system will 
become the primary machine. 
• Step 5: activation phase - the post-migration activities 

are initiated by the destination host. 
The process time of each iteration [15] is represented 

using following Equation 1: 
( 1)
( 1) /

/

Migrationtimeof iteration i
dirtied pages in iteration i for migration

page dirty rate

− =
= −  (1) 

Total time for migration is represented using 
following Equation 2: 

int
Migration for total time

Timecovered by all eration downtime
=

= +
 (2) 

The pre-copy algorithm is started with rate of transfer 
and memory size considering as input. It terminates when 
stop-and-copy situation is raised. The pre-copy time is 
calculated by each iteration and hence the total migration 
time can be measured. The downtime is taken as the time 
of response of last iteration. In contrast to pre-copy, the 
post-copy [10] transfers every page once during the VM 
migration. It transfers the memory pages after the state of 
process is transferred. The post copy migration is not 
widely used due to its demerits compare to precopy 
algorithm. 
A) VM Migration in Fog Computing: 

In fog computing, it is possible to migrate users’ data 
seamlessly between small scale clouds called cloudlets. 
Due to that, the services/data can be migrated to nearer 
fog server with resulting data analysis using resource 
allocation optimization problem [20]. The migration in 
fog is divided into two main parts viz. where to migrate 
VM and how to migrate. 

The lowest latency and bandwidth requirement is 
considered to be the foremost purpose to get the decision 
for VM migration. For the same, the cloudlet at the 
shortest distance may be selected. Sometimes, the 
shortest distance between device and router is also 
considered for VM migration. The VM migration 
implementation is mainly designed with pre- copy VM 
migration and container migration. The techniques 
associated with container migration has their limitations 
like handling complex data compared to live VM pre-
copy migration. In this work, the VM migration using 
pre-copy is extended with machine learning and deep 
learning algorithms for improvement in predicting the 
dirty pages accurately. 

 

 
 

Figure 2. Live Migration in Fog Computing (User Movement) 
 

B) Improved Pre-copy Algorithm for Machine Learning 
and Deep Learning: 

Here, regression model with machine learning 
approach and deep reinforcement technique have been 
applied for migration.  
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The migration using pre-copy has been effectively 
used for compression and CPU scheduling in cloud 
computing. Fog computing paradigm requires very 
sensitive and small-scale information at the time of 
migration. The use of machine learning models along 
with pre-copy algorithm improves VM migration in fog 
environment and hence it gives optimal performance with 
complex modeling of workload. In proposed work, the 
pre-copy algorithm is chosen to improve migration of 
dirty pages using support vector regression and deep 
reinforcement learning. 
 

 
 

Figure. 3. Live Migration in Fog Computing (Device Management) 
 

The models with learning strategy are used with 
Neural Networks (NNs) and Linear Discriminant 
Analysis (LDA) [24]. These techniques have their 
limitations to provide optimal computation cost during 
live VM migration. In the era of computing, the DRL 
mechanism is the solution to analyze a large dataset in 
short amount of time. Another method called Support 
Vector Machine (SVM) has the potential to work on 
linear regression problem. To achieve better prediction 
for dirty pages, one of the SVM library, LIBSVM, is used 
here. It can give better performance compared to LDA 
and NN [25]. 

The SVM technique [9] is applied to measure the 
global optimal output by collecting independent results 
irrespective of input patterns and size. In SVM, the 
distance called the margin is maximized between two 
boundary lines to identify the classes. This process is 
used to generate support vectors for maximum margin. 
The DRL is considered for a system where the size of 
computation task, system bandwidth and edge 
computation resources are dynamic for the selection of 
VM to be migrated in IoT networks. For that, DRL needs 
to allocate resources to each user to get system state with 
the aim of optimizing the total migration cost with three 
information viz. state, action and reward mechanism. In 
DRL [26], the agent is able to get optimal decision to find 
dirty page prediction. In this paper, a live VM migration 
using DRL model is proposed and compared with SVR 
model to optimize the prediction accuracy of dirty pages. 

 
4. PROPOSED FOG MIGRATION PREDICTION 

MODEL 
In this section, SVR and DRL models for prediction 

of VM migration are discussed. The strictly stationary 
time series is one which does not change properties with 
time. For any two observations, if the joint probability 
distribution is same then the time- series is considered to 
be stationary.  

The non-stationary time series is used with trend and 
the same can be forecasted with accurate modeling. The 
non-stationary time series can work with regression 
model. The basic model of time series is as follows given 
in Equation 3 [24]: 

0 1 1 2 2 ...t t ty x x tϕ ϕ ϕ= + + + +∈  (3) 
where, t= 1, 2, ..., N 

The deterministic function of time is called trend or 
signal and it is represented by xt, where, ϵt is called 
residual term and it is based on probability law. φ is the 
constant term, yt is used to prepare forecasting model and 
N is used to represent last observation. 

 
Algorithm 1. Prediction model using SVR 

 

1. i) e1071 library and ii) real data set (.csv) file are imported 
2. Kernel searching mechanism 
3. Decide the input and output series data 
4. Measure cost, gamma and epsilon values using cross-validation 
5. Apply RBF kernel for smother accessing data 
6. Design suitable regression model of SVR using parameters 
7. Forecasting process for next data in time-series 

 
The linear regression model involves a single 

predictor variable can be represented in Equation (4) as: 
0 1l xβ β= + +∈  (4) 

where the components are described with l is the 
response, x is the predictor variable, β0 and β1 are 
unknown parameters, and ϵ is an error term. 
A) Support Vector Regression (SVR) Model: [27] 

In this section, the SVR model is presented to predict 
dirty pages during live VM migration. In this paper, SVR 
is implemented to evaluate accuracy of real dataset [28]. 
The function f(x) is created with two classes: +1 and -1. 
The value +1 means all x are at upper side of the 
boundary and the value-1 means all x are at below side of 
the boundary. The support vectors are called the points 
available on deciding maximum boundaries between any 
two classes. The SVR can provide global solution to 
predict data using kernel mechanism. Algorithm 1 shows 
the algorithm of SVR model [27]. 
B) Deep Reinforcement Learning (DRL) Model: 

The reinforcement learning is designed with 
Qlearning algorithm [30], which aims to estimate Q-
values to be converted to numeric values for different 
actions for agent. These Q- values are accurate measure 
of particular action for getting highest reward. The 
statistics of finding these Q-values are very interesting 
and it can be set zero first. The Q values are updated 
when the new information is collected while points are 
grabbed by the agent. The way Q-value is updated is a 
calculation in which observed reward is added with 
maximum Q-value for following state in the game. The 
constant term called discount is multiplied with 
maximum Q-value for the next state [30]. 

In Atari game for breakout, a mechanism for getting 
reward or penalty is designed based on learning algorithm 
[33, 34]. In developing this system, the point is how to 
control the paddle so that the points can be earned and 
dying the ball situation can be handle. 
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Algorithm 2. Proposed prediction model using DRL 
 

1. Import MDPtoolbox, devtools and reinforcement learning library and 
real data set (.csv) 
2. Take dataframe data.frame(s=s,a=a,r=r,s new=s new) 
3. states = c(”st1”, ”st2”) // s1 and s2 are states 
4. actions = c(”S”, ”T”) // S - skip pages and T- transfer pages 
5. Def environment function (state, action) 
6. next state = state 
7. if (state EQU state(”st1”) AND action EQU ”S”) 
8. next state = state(”st2”) 
9. if (state EQU state(”st2”) AND action EQU ”T”) 
10. next state = state(”st1”) 
11. if (state EQU state(”st2”) AND action EQU ”S”) 
12. next state = state(”st2”) 
13. if (state EQU state(”st1”) AND action EQU ”T”) 
14. next state=- state(”st1”) 
15. if (next state EQU state(”st2”)) 
16. reward = 10 
17. else 
18. reward = -1 
19. end 
20. Run the sampleExperience with N (iterations) = 1000, env = 
environment function, states = states, 
actions = actions 
21. Evaluate model using Reinforcement Learning with sequences, s = 
”State”, a = ”Action”, 
r = ”Reward”, s new = ”NextState” 
 22. Compute policy for model 
23. Print and get summary of results 
 

It is possible to design this system by taking the 
different states so that reward is grabbed when ball hits 
the side of wall and bricks are smashed. To generalize 
this pattern, reinforcement learning is applied to develop 
Atari game using Q learning algorithm. Q-value for state 
and action is given below:  

   *      reward discount max Qvalue for next state+   
where, the Q-value for particular state is set to zero when 
the agent loses a life. 

 
Table 1. Confusion Matrix for DRL Model 

 

Actual Values 

Predicted 
Values 

 Positive (1) Negative (0) 
Positive (1) TP = 92 FP = 01 
Negative (0) FN = 00 TN = 07 

 
4.1. Proposed Prediction Model using DRL 

The proposed model is shown in Algorithm 2 which is 
designed using reinforcement learning. It has divided into 
two states S1 and S2 and two actions performed are S and 
T. At the time of reading S2 sate, the reward of either 10 
points or -1 point can be earned. This simulation is 
executed for 1000 iterations and corresponding actions 
and rewards are generated. At the end of tuning process, 
parameters of these sequences are analyzed to give final 
output. 

 
Table 2. Comparison of Models [27] 

 

Accuracy of Models 
Sr. No. Name of Model Accuracy (%) 

1 Base Model 81 
2 Simulation Model 90 
3 Refined Model 90.5 
4 ARIMA Model 91 
5 SVR Model 95 
6 Proposed DRL Model 99 

C) Performance Evaluation: 
Here, the output is shown with actual dirty pages and 

predicted dirty pages using two models - SVR and DRL. 
Both the models are evaluated on real dataset [28]. In 
SVR model, with RBF kernel, the dirty pages accuracy is 
evaluated using regression model. The accuracy of SVR 
model is approximately 95% [27]. 

In proposed DRL model, the dirty pages accuracy is 
evaluated using proposed DRL model which is 
approximately 99% based on the confusion matrix shown 
in Table 1. The confusion matrix is derived based on 100 
instances of test dataset. Here, accurate data got predicted 
for 99 instances and got only 01 instance non-predicted. 
Table 2 shows the comparison of DRL model with Base 
model [31], Simulation model [32], Refined model [31], 
ARIMA model [27], and SVR model [27]. From the 
results, DRL based model is proved to be the accurate 
model to detect dirty pages during live VM migration. 

 
5. CONCLUSIONS 

In this paper, a pre-copy based live VM migration 
using DRL model in fog computing environment is 
proposed. The fog infrastructure is able to overcome 
cloud computing in many ways and it can useful for 
efficient workload management and execution. VM 
migration in fog is the monitoring activity to determine 
closer user to transfer VM state. The fog infrastructure is 
de-centralized and provides favorable solutions for VM 
migration to handle real time issues of latency and 
bandwidth of IoTs devices. The VM migration workload 
is simulated for dirty pages prediction using SVR and 
DRL models. The proposed approach using DRL out- 
performed other models with 99% prediction accuracy. 
The DRL is designed to get optimal decision for 
prediction of dirty pages during migration in advance. 
Our future work is to incorporate other performance 
features of VM migration such as total migration time, 
downtime, overhead, etc. 
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